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Abstract: To understand the role of nitric oxide (NO) in the regulation of cellular metabolism in
peritoneal macrophages under physiological low oxygen tension, its effect on the respiration and en-
ergy metabolism was examined with casein-induced peritoneal macrophages from the rat. Intraperito-
neal injection of casein transiently induced peritoneal infiltration of neutrophils (peaked on day 1)
followed by the migration of macrophages that peaked on day 2. Western blotting analysis using anti-
bodies against inducible type of NO synthase (iNOS) revealed that macrophages appeared in the
peritoneal cavity during an early stage (~day 2) but not during the late stage (day 3~) of inflamma-
tion expressed iNOS and generated substantial amounts of NO by a mechanism that was inhibited
by N-iminoethyl-L-ornithine (NIO), a specific inhibitor of iNOS. Although NO reversibly but strongly
inhibited the respiration of macrophages from both stages particularly under physiologically low
oxygen tension, NIO markedly enhanced the respiration of macrophages obtained from the early pe-
riod but not from the late period of inflammation. The ATP level in the macrophages from the late
period but not from the early period was markedly decreased by NO. Biochemical analysis revealed
that the glycolytic activity in the macrophages obtained from the early period was significantly
higher than that from the late period of inflammation. These results indicate that significant frac-
tions of cellular ATP in iNOS-positive peritoneal macrophages are synthesized by the increased ac-
tivity of glycolysis particularly under physiological low oxygen tensions where the mitochondrial
respiration is strongly inhibited by endogenously generated NO by macrophages and neutrophils.

NITRIC OXIDE (NO) is synthesized in various types of cells, such as endothelial cells,
nerve cells and macrophages (1–3). It has been well known that various stimuli induce
iNOS in macrophages (4, 5). Because NO rapidly reacts with oxygen (K = 6 × 106 M−2S−1),
its lifetime and biological functions increase under physiologically low oxygen tensions



(6). It should be noted that the oxygen tension in the peritoneal cavity is fairly low and,
hence, the lifetime and biological functions of NO would be significantly longer and greater
in this component than those expected from in vitro experiments performed under air at-
mospheric conditions in which the oxygen tension is unphysiologically high. Although
roles of NO derived from activated macrophages have been studied extensively, only lim-
ited information is available for the effect of this gaseous radical on the energy metabo-
lism of NO-generating cells under physiologically low oxygen tensions.

Because the number and properties of macrophages infiltrated in a site of inflammation
differ depending on tissues and phases of inflammation, effects of NO on inflammatory tis-
sues and cells might change significantly in vivo. The present work describes the effect of
endogenously generated NO on the energy metabolism of peritoneal macrophages obtained
at different phases of inflammation. Kinetic analysis revealed that endogenously generated
NO significantly suppressed the mitochondrial respiration but enhanced the glycolytic ac-
tivity of iNOS-positive macrophages that appeared in the peritoneal cavity during an early
phase of inflammation.

Materials and Methods

Materials. Argon, N2 and NO gases were obtained from Kinkisanki Co. (Osaka, Japan).
ATP bioluminescence assay kit CLS II was purchased from Roche Diagnostics Co.
(Mannheim, Germany). All other regents used were of the highest grade commercially
available and obtained from Wako Pure Chemical Co. (Osaka, Japan).

Preparation of NO solution. Saturated NO solution was prepared at 25°C after bubbling
NO gas through 50 mM HEPES-NaOH buffer (pH 7.4) as described previously (7). Briefly,
two small tubes were fitted with an airtight septum with tubes inserted for delivery and es-
cape of gases with the first tube containing 5 M KOH and a second tube containing 20 mM
HEPES-NaOH buffer. Argon was delivered into two tubes at a flow rate of 100 ml/min.
After 15 min, argon was replaced with NO at a flow rate of 100 ml/min. After 30 min,
NO saturated solution (1.9 mM) was kept on ice and freshly used for experiments. The
concentration of NO in the stock solution remained unchanged during the storage (~6 hr).

Preparation of peritoneal macrophages. Male Wistar rats weighing 230–250 g were ob-
tained from SLC Japan (Shizuoka, Japan) and used for the preparation of macrophages.
Peritoneal macrophages were obtained from rats after intraperitoneal injection of 2% casein
in 10 mM Tris buffered saline (pH 7.4, 100 ml/kg of body weight). At the indicated times
after intraperitoneal injection of casein, peritoneal cells were isolated from peritoneal rav-
age fluid by washing with 50 ml of Ca++-free Krebs-Ringer phosphate buffer (KRP: 0.9%
NaCl, 6 mM KCl, 1 mM MgCl2, 10 mM phosphate buffer, pH 7.4). Peritoneal cells sus-
pended in 5 ml of KRP were layered on 3 ml of Ficoll Paque. After centrifugation at 280 g
for 20 min, macrophage-enriched fractions were collected from the interface. Neutrophils
were isolated from the precipitated fractions. Contaminated erythrocytes were removed by
treating cells with 0.2% NaCl solution for 10 sec. An equal volume of 1.6% NaCl was rap-
idly added to the mixture. After washing cells by centrifugation, the precipitated cells were
used for experiments. Macrophages and neutrophils were examined under light microscopy
(90% <) for purity.
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Western blotting analysis of iNOS. Cellular levels of iNOS were determined by Western
blotting using specific monoclonal antibodies (TL, Lexington, NY) against mouse iNOS
(8). Briefly, 0.1 ml of 45% trichloroacetic acid solution was added to 1 ml of cell suspension
(1 × 107 cells/ml). After incubating at 4°C for 15 min, the mixture was centrifuged at 12,000
g for 5 min. The precipitated fractions were sonicated in 80 µl of 2% Triton X-100 solution
containing 9 M urea and 5% 2-mercaptoethanol. After adding 20 µl of 10% lithium dodecyl-
sulfate, pH was neutralized by adding 1 M Tris. The samples thus treated were sonicated
and centrifuged at 15,000 g for 5 min. The supernatant fractions were used for Western blot-
ting analysis. After electrophoresis on a 7.5% SDS-polyacrylamide gel electrophoresis (2 ×
106 cells/lane), proteins were transferred to a PVDF membrane by a semi-dry blotting sys-
tem. The membranes were incubated at 4°C in Tris-buffered saline solution (pH 7.5) con-
taining 5% skim milk and 0.05% Tween-20 (TBS-T) for 16 h. The membrane was further
incubated with anti-iNOS antibody (1:1000 dilution) for 60 min and subsequently with
horseradish peroxidase-linked rabbit anti-mouse IgG antibodies. After incubation for 30
min, the membranes were washed three times with TBS-T. Immunoreactive bands were
detected with an ECL detection system on autoradiography films (Hyper film-ECL, Phar-
macia Biotech).

Generation of NO by peritoneal macrophages. Generation of NO by peritoneal macro-
phages was determined by measuring nitrite in the medium using a Griess reagent. Briefly,
peritoneal macrophages (1 × 107 cells/ml, 1 ml each well) were incubated in KRP contain-
ing 1 mM CaCl2, 5 mM glucose and 1 mM L-arginine in a 24-well culture plate at 37°C
for 30 min. Experiments were performed in the presence or absence of 100 µM NIO.

Analysis of cell respiration and ATP levels. Oxygen consumption by macrophages was
determined polarographically at 37°C using a Clark-type oxygen electrode with a 2-ml
waterjacketed closed chamber. Reaction mixtures contained KRP, 1 mM CaCl2, 5 mM
glucose and other additions in a final volume of 1 ml. The reaction was started by adding
107 or 2 × 107 cells. During the experiments, aliquots of NO-saturated solution were
added to the mixtures.

Levels of ATP in macrophages were determined according to the luciferin-luciferase
method (8) using an ATP bioluminescence assay kit CLS II. Cells were incubated under
the same conditions used for the analysis of respiration. During the incubation, aliquots
of 50 µl were removed, mixed with 150 µl of 100 mM Tris-HCl buffer (pH 7.8) contain-
ing 4 mM EDTA, and incubated at 95°C for 2 min. After centrifugation at 12,000 g for 5
min, ATP was determined in the supernatant fractions.

Under oxygen concentration of approximately 25 µM, macrophages (1 × 107 cells/ml)
were incubated at 37°C for 30 min. Aliquots of 200 µl were removed and immediately incu-
bated at 100°C for 5 min. After centrifugation at 12,000 g for 5 min, the supernatant frac-
tions were used for the analysis of glucose and lactate. Glucose concentration was
determined using a glucose assay kit (Glucose CII-Test Wako, Osaka). Lactate concen-
tration was determined according to the method of Gutmann (9).

Statistics. Student’s t-test for unpaired data was used for statistical analysis, and P<0.05
was considered significant.
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Results

Property of peritoneal cells after administration of casein. At the indicated times after
injection of casein, peritoneal cells were obtained and analyzed under a light microscopy.
As shown in Figure 1, the number of neutrophils rapidly increased, peaked at day 1, and
rapidly decreased thereafter. The number of macrophages also increased rapidly, peaked
on day 2, and slowly decreased thereafter.

Expression of iNOS in peritoneal cells. The time-dependent changes in the expression of
iNOS in macrophages and neutrophils as determined by Western blotting analysis is shown
in Figure 2. Macrophages obtained from the rat at an early stage of inflammation expressed
substantial amounts of iNOS. The expression of iNOS rapidly decreased on day 2 and
became negligible on day 4. Neutrophils that appeared at an early stage of inflammation
(~day 1) also expressed iNOS.

Generation of NO by peritoneal cells. To determine the cellular activity of iNOS, concen-
trations of nitrite, a major metabolite of NO, in the culture medium were measured after
30 min of incubation. Macrophages isolated 1 and 4 days after the administration of casein
generated NO at a rate of 104.5 ± 4.7 and 8.2 ± 3.1 pmol/107 cells/min, respectively, as
determined from nitrite levels (Figure 3). Generation of NO was completely inhibited by
the presence of 100 µM NIO, a potent inhibitor of iNOS. Thus, peritoneal macrophages
with high iNOS activity isolated on day 1 and those with low iNOS activity prepared on
day 4 were used for the following experiments.

4 MIYAMOTO et al.

FIGURE 1. Profiles of peritoneal leukocytes induced by casein. Peritoneal cells were obtained from
rats after intraperitoneal injection of casein (2 g/kg body weight). At the indicated times after in-
jection of casein, peritoneal cells were isolated and counted as described in the text. Open circles,
neutrophils; closed circles, macrophages. Data shows mean ± SEM derived from 6 animals.
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FIGURE 2. Western blotting analysis of iNOS. Cellular levels of iNOS were determined by West-
ern blotting using specific monoclonal antibody against rat iNOS. Detailed conditions were as de-
scribed in the text.

FIGURE 3. Generation of NO by macrophages. Macrophages obtained from day 1 and 4 were in-
cubated in a RPMI medium at 37°C (1 × 107 cells/ml) in a 5% CO2 incubator for 30 min. Concen-
trations of nitrite in the culture medium were measured by Griess reagent. Experiments were
performed in the presence (closed columns) or absence (open columns) of 100 µM NIO. Results are
mean ± SEM of triplicate experiments. *P <0.05 compared with control.



Analysis of cellular respiration. Macrophages, isolated on day 1 after the administration
of casein rapidly consumed oxygen (Figure 4). However, the rate of oxygen consumption
decreased time-dependently with concomitant decrease in oxygen tension. To study the
effect of endogenously generated NO on the oxygen consumption in macrophages, their
respiration was determined in the presence or absence of NIO. The rate of oxygen con-
sumption was higher in the presence of NIO than in the absence of the inhibitor. Although
macrophages prepared on day 4 also consumed oxygen as rapidly as those prepared on
day 1, NIO had no appreciable effect on their respiration. In the presence of erythrocytes
(0.1% hematocrit), the respiration of macrophages obtained on day 1 but not on day 4
under low oxygen tension was reversed (data not shown).

Effect of NO on cellular respiration and ATP levels. To elucidate the mechanism under-
lying the marked difference in the sensitivity of macrophages to NIO, effects of exogenously
added NO on the respiration of cells obtained on day 1 and 4 were studied. When NO was
added to the buffer, the respiration of macrophages was transiently but strongly inhibited
particularly under physiologically low oxygen tension (Figure 5). No significant difference
in the inhibitory effect of NO was found between the two cell types. Under high oxygen
tensions such as room air (220 µM), no appreciable inhibition was observed with the same
concentration of NO (data not shown).

Because NO equally inhibited the respiration of both types of macrophages, ATP levels
in these cells might also be affected soon after the inhibition. To test this possibility, the
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FIGURE 4. Effect of NIO on the respiration of macrophages. Peritoneal macrophages (2 × 107

cells/ml) were incubated in a closed chamber containing 1 ml of KRP at 37°C. During the incuba-
tion, the oxygen concentration in the medium was monitored as described in the text. Respiration
of macrophages was monitored in the presence (dotted lines) or absence (solid lines) of 100 µM of
NIO. These data shows typical trace. Insertion: Rate of oxygen consumption at 200 µM and 25 µM
oxygen tension. Open column: control, closed column: with 100 µM NIO. Results are mean ± SE
of triplicated experiments. *P< 0.05 (unpaired T test).



effect of NO on cellular ATP levels was determined with the two cell types in the presence
and absence of NIO (Figure 6). Although ATP levels in macrophages obtained on day 1
remained unaffected by the presence of NO, those in cells obtained on day 4 markedly de-
creased during the incubation.

Effect of NIO on the glycolytic activity of macrophages. To elucidate the mechanism by
which NO decreased ATP levels in macrophages obtained from day 4 but not from day 1
after the administration of casein, its effect on the cellular activity of glycolysis was com-
pared with the two cell types. As seen in Figure 7, rates of glucose consumption and lac-
tate generation were 4~5-fold greater with macrophages obtained from day 1 than those
from day 4. However, the presence of NIO had no appreciable effect on the rates of glu-
cose consumption and lactate production by the two types of macrophages.

Discussion

The present work shows that biochemical properties of macrophages infiltrated in the peri-
toneal cavity of casein-treated rats change markedly during the time of inflammation. The
macrophages appearing in the peritoneal cavity during an early stage (~day 2), but not a late
stage (day 3~4), of inflammation strongly expressed iNOS and generated substantial
amounts of NO. Reichner et al. (10) reported that macrophages in healing wounds express
iNOS temporally only during the initial 48 to 72 hours. This process is similar to our model.
It has been shown that NO reversibly interacts with cytochrome c oxidase, complex I and
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FIGURE 5. Effect of NO on the respiration of macrophages. In the presence of 100 µM of NIO, ef-
fect of NO on the respiration of macrophages was observed at oxygen concentration of 35 µM. At
the indicated points (arrows), 10 µM of NO was added to the cell suspension. Other conditions were
the same as in Figure 4.



II in mitochondria (11–13), thereby inhibiting their respiration particularly under low oxy-
gen tensions (14, 15). Thus, the NIO-enhanced respiration of macrophages obtained from
an early period of inflammation might reflect the inhibition of mitochondrial respiration
by endogenously generated NO.

It should be noted that, in the absence of NIO, the respiration of macrophages obtained
from day 1, but not day 4, decreased markedly with the decrease in oxygen tensions in the
medium. Because biological activities of NO are enhanced under low oxygen tensions, such
as those in the peritoneal cavity (approx. ~10 µM) (16), the respiration and ATP synthesis
in iNOS-enriched macrophages might be inhibited significantly in situ. Exogenously
added NO equally suppressed the respiration of macrophages irrespective of their expres-
sion of iNOS; biochemical properties of mitochondria and their sensitivity to NO might
be similar with the two cell types.

The present work also shows that the macrophages enriched with iNOS have higher ac-
tivity of glycolysis than those lacking the enzyme. Although the respiration of macrophages
was strongly suppressed by NO irrespective of the expression of iNOS, their ATP levels
decreased only with cells lacking the enzyme. These observations suggest that the ATP
synthesis of macrophages expressing iNOS might preferentially depend on the increased
activity of glycolysis presumably due to inhibition of mitochondrial respiration by en-
dogenously generated NO.

8 MIYAMOTO et al.

FIGURE 6. Effect of NO on ATP levels in macrophages. Peritoneal macrophages (1 × 107/ml) were
incubated in 1 ml of KRP containing 100 µM of NIO at 37°C. NO was added to the mixture to give
a final concentration of 10 µM. At the indicated time, levels of cellular ATP were measured as de-
scribed in the text. Open circles: control; closed circles: experiments in the presence 10 µM of NO.
*P <0.05 compared with control.



Previous reports also demonstrated that NO producing cells exhibited increased activi-
ties of glycolysis and lactate production (17–20). Paradoxically, some of the glycolytic
enzymes are inhibited by NO. Glyceraldehyde-3-phosphate-dehydrogenase (GAPDH), a
key enzyme in the glycolytic pathway, is inhibited in its enzyme activity by S-nitrosylation
following S-ribosylation of NO and related metabolites. (21–24). Although this enzyme
can be inhibited by NO in vitro, concentrations of NO required for the sufficient inhibi-
tion are unphysiologically high. Hence, a low level of endogenously generated NO might
seem not to inhibit the cellular activity of glycolysis.

Albina et al. reported that NO inhibited GAPDH dehydrogenase activity and induced
its acylphosphatase activity. Uncoupling of glycolytic flux by the acylphosphatase activity
of NO-modified GAPDH causes reduced GAPDH activity increased glycolysis and de-
creased ATP content in the NO-producing cell (25). This might play a part in the mecha-
nism of the dissociation with increased glycolysis and inhibition of gyloclytic enzymes in
the NO producing cell.

It should be noted that the presence of NIO had no appreciable effect on the glycolytic
activity of both types of macrophages but NO decreased ATP levels only with cells lacking
iNOS obtained from day 4. Thus, the increase in the activity of glycolysis in macrophages
obtained from day 1 and the decrease in ATP levels by NO in cells obtained from day 4
could be explained on the basis of selective inhibition of mitochondrial respiration by NO

NITRIC OXIDE EFFECT ON METABOLISM OF PERITONEAL MACROPHAGES 9

FIGURE 7. Effect of NIO on the glycolytic activity of macrophages. Peritoneal macrophages (1 ×
107 cells/ml) were incubated in KRP containing 5 mM glucose at 37°C for 30 min at oxygen con-
centration of about 25 µM. The rates of glucose consumption and lactate production were deter-
mined as described in the text. Experiments were performed in the presence (closed columns) or
absence (open columns) of 100 µM NIO. Results are mean ± SEM of triplicate experiments.



without affecting cellular activity of glyceraldehyde-3-phosphate-dehydrogenase under the
present experimental conditions. 

It should be noted that the inflammatory responses of peritoneal macrophages and neutro-
phils are higher during an early period (day 1 and 2) after the administration of various stim-
uli than those in a healing stage (day 3~). In fact, neutrophils appeared in the peritoneal
cavity during the early phase also expressed iNOS and generated substantial amounts of NO
and reactive oxygen species. Furthermore, the properties of macrophages obtained 4 days
after the administration of casein were similar to those of resident macrophages as measured
by cellular activity to generate reactive oxygen species and NO. 

Thus, although endogenously generated NO of iNOS-positive macrophages and neutro-
phils might inhibit mitochondrial respiration in macrophages particularly under low oxygen
tensions in the peritoneal cavity, the steady-state level of cellular ATP would be maintained
around its control levels by the increased activity of glycolysis. Because NO has a potent
activity to kill bacteria [26, 27], this gaseous radical derived from activated macrophages
and neutrophils in and around inflammatory tissues might play a critical role in the early
events required for the defense mechanism against pathogens without perturbing energy me-
tabolism in activated leukocytes. Thus, enhanced expression of iNOS and glycolysis in ac-
tivated macrophages during the early period of inflammation would be of
pathophysiological importance in the defense mechanism against pathogens particularly
under low oxygen tensions where the bactericidal action of NO is significantly increased. 

References

1. Bredt, D.S., Hwang, P.M., Glatt, C.E., Lowenstein, C., Reed, R.R. and Snyder, S.H. (1991)
Nature 351: 714–8.

2. Lamas, S., Marsden, P.A., Li, G.K., Tempst, P. and Michel, T. (1992) Proc. Natl. Acad. Sci.
USA 89: 6348–52.

3. Xie, Q.W., Cho, H.J., Calaycay, J., Mumford, R.A., Swiderek, K.M., Lee, T., Ding, A., Troso,
T. and Nathan, C. (1992) Science 256: 225–8.

4. Ding, A.H., Nathan, C.F. and Stuehr, D.J. (1988) J. Immunol. 141: 2407–12. 
5. Lorsbach, R.B., Murphy, W.J., Lowenstein, C.J., Snyder, S.H. and Russell, S.W. (1993) J.

Biol. Chem. 268: 1908–13. 
6. Nishikawa, M., Sato, E.F., Utsumi, K. and Inoue, M. (1996) Cancer Res. 56: 4535–40. 
7. Clancy, R.M., Miyazaki, Y. and Cannon, P.J. (1990) Anal. Biochem. 191: 138–43. 
8. Nishikawa, M., Sato, E.F., Kuroki, T., Utsumi, K. and Inoue, M. (1998) Hepalology 28:

1474–80. 
9. Gutmann, I. and Wahlefeld, A.W. (1974) Methods of Enzymatic Analysis 3: 1464–1468. 

10. Reichner, J.S., Meszaros, A.J., Louis, C.A., Henry, W.L., Jr., Mastrofrancesco, B., Martin,
B.A. and Albina, J.E. (1999) Am. J. Pathol. 154: 1097–104. 

11. Cleeter, M.W., Cooper, J.M., Darley-Usmar, V.M., Moncada. S. and Schapira, A.H. (1994)
FEBS Lett 345: 50–4. 

12. Drapier, J.C. and Hibbs. J.B., Jr. (1988) J. Immunol. 140: 2829–38. 
13. Granger, D.L. and Lehninger, A.L. (1982) J. Cell Biol. 95: 527–35. 
14. Takehara, Y., Kanno, T., Yoshioka, T., Inoue, M. and Utsumi, K. (1995) Arch. Biochem. Bio-

phys. 323: 27–32. 
15. Schweizer, M. and Richter, C. (1994) Biochem. Biophys. Res. Commun. 204: 169–75. 
16. Bornside, G.H., Donovan, W.E. and Myers, M.B. (1976) Proc. Soc. Exp. Biol. Med. 151:

437–41. 
17. Albina, J.E. and Mastrofrncesco, B. (1993) Am. J. Phvsiol. 264: CI594–9. 

10 MIYAMOTO et al.



18. Bereta, J. and Bereta, M. (1995) Biochem. Biophys. Res. Commun. 217: 363–9.
19. Erecinnska, M., Nelson, D. and Vanderkooi, J.M. (1995) J. Neurochem. 65: 2699–705.
20. Stefanovic-Racic, M., Stadler, J., Georgescu, H.I. and Evans, C.H. (1994) J. Cell. Physiol.

159: 274–80.
21. Dimmeler, S., Ankarcrona, M., Nicotera, P. and Brune, B. (1993) J. Immunol. 150:

2964–71.
22. Mohr, S., Stamler, J.S. and Brune, B. (1994) FEBS Lett. 348: 223–7.
23. Molina y Vedia, L., McDonald, B., Reep, B., Brune, B., Di Silvio, M., Billiar, T.R. and

Lapetina, E.G. (1992) J. Biol. Chem. 267: 24929–32.
24. Mohr, S., Stamler, J.S. and Brune, B. (1996) J. Biol. Chem. 271: 4209–14.
25. Albina, J.E., Mastrofrancesco, B. and Reichner, J.S. (1999) Biochem. J. 341: (Pt 1), 5–9.
26. Nagata, K., Yu, H., Nishikawa, M., Kashiba, M., Nakamura, A., Sato, E.F., Tamura, T. and

Inoue, M. (1998) J. Biol. Chem. 273: 14071–3.
27. Yu, H., Sato, E.F., Nagata, K., Nishikawa, M., Kashiba, M., Arakawa, T., Kobayashi, K.,

Tamura, T. and Inoue, M. (1997) FEBS Lett. 409: 161–5.

Received November 12, 2002; 
accepted May 19, 2003.

NITRIC OXIDE EFFECT ON METABOLISM OF PERITONEAL MACROPHAGES 11





Physiol. Chem. Phys. & Med. NMR (2003) 35: 13–25

Spectral Properties of Adrenaline
in Micellar Environment

Krzysztof Polewski

Department of Physics, August Cieszkowski Agricultural University, 60-637 Poznan, Poland

Abstract: An absorption and fluorescence spectral and temporal studies on the solubilzation proper-
ties of adrenaline in micellar environment in sodium dodecyl sulfate (SDS) and in tetradodecyltri-
methyl ammonium bromide (TTABr) has been carried out. Observed Stokes shifts have been
correlated with polarity parameters which allowed an estimate of the dielectric constant of the
adrenaline environment in SDS and TTABr micelles at 44 and 58, respectively. Experiments with
methanol-water mixtures indicate that the hydrogen bonding formation with solvent and the hydro-
philic nature of adrenaline influence its solubilization in micelles. Fluorescence and anisotropy
decay analysis has shown that neutral adrenaline in SDS micelle is partitioned between aqueous
phase (70%) and less polar, micellar phase (30%) and the interactions are limited to the Guy-
Chapman layer without deeper penetration into micellar hydrophobic core.

THE CONFORMATION of pharmacologically active small molecules is relevant to any
consideration of their interaction with a receptor. Many such molecules are potentially
flexible and thus may exist in solution in a number of conformations. Assuming that the
small molecule has only a single conformation in its complex with a receptor, the formation
of the complex must involve a process of conformational selection, which will influence
the kinetics and energetics of complex formation. Thus there is considerable interest in
characterizing the conformational distribution of molecules such as catecholamines or the
other neurotransmitters in order to know the conformation of these molecules when bound
to the receptor. However, it must be clearly understood that information on the preferred
conformation in crystal, solution or micelle may not necessarily be that one found during
biological activity of the neurotransmitter.

One can expect that in an heterogeneous environment the mechanism of transformation
and the kinetic of the process may occur in a different way compared to homogeneous solu-
tions (17). The differences may arise from local concentration effects, electrostatic
charges of molecule or/and medium or from cage effects, which protect some molecules
from the interaction by placing them inside micelles or membranes.



Fluorescence spectroscopy provides a variety of ways to obtain information about the
properties of the molecules. The changes in fluorescence intensity, shift of the peak maxi-
mum or changes in polarization can be used to follow the chemical reaction or determine
the microenvironment of the excited molecule. More detailed information about adrena-
line conformation and dynamic properties of the fluorophore in local microenvironment
can be evaluated through time-resolved fluorescence intensity and anisotropy decays on
the subnano- and nanosecond scale (12).

Adrenaline, (Figure 1) with a pKa equal to 8.59 where deprotonation at hydroxyl group
occurs (6), belongs to biogenic catecholamines which play important functions in the brain
and in the nervous system (11, 20). Adrenaline is found mainly in the adrenal medulla and it
is readily released by physiological stimulation and is known as the “emergency hormone”.
There exists also the minor pathway, which transforms adrenaline into adreno-melanine,
an important component of substatnia nigra in brain (2, 5). The other catecholamines, like
dopa which is an important intermediate in melanine formation (16, 23) or dopamine and
nor-adrenaline which play an important role in such diseases as schizophrenia (7, 21) and
Parkinson’s disease (1, 15, 18) are widely distributed in the body. Most of the catecholamines
are intrinsically fluorescent and this technique was used to study their occurrence and dis-
tribution in cells; however, very little is known about the fluorescence or absorbance char-
acteristic of adrenaline itself. Such information about molecules is a necessary step during
new drug design or drug encapsulation in microstructures. In view of the multiple roles
played by adrenaline in the nervous system, adrenaline fluorescence could prove to be a
convenient tool for physiological and biochemical studies involving that hormone. The
first step to approaching the problem of receptor binding was a thorough examination of
fluorescence characteristics of the potential receptor in a nonpolar environment so that one
would be able to mimic the changes that could take place during binding. Luckily a num-
ber of compounds like catecholamines, serotonin or propranolol are intrinsically fluores-
cent which allows their use as ‘endogenic reporters’ of local environment.

In this work the detailed spectroscopic studies in homogeneous solvents and in micel-
lar environment were carried out in order to study structural and dynamic properties of
adrenaline in organized media.

Materials and Methods

Adrenaline, cyclohexane, (α,β,γ — cyclodextrins, all alcohols, sodium dodecyl sulphate,
SDS, (anionic) and tetrado-decyltrimethyl-ammonium bromide, TDABr, (cationic) deter-
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FIGURE 1. Scheme of adrenaline molecule.



gents and membrane lipid dioctadecyl dimethyl ammonium bromide (DODAB) were pur-
chased from Sigma Chemical Co. (St. Louis, MO). Membranes were prepared from
DODAB using the typical procedure. First, lipid and adrenaline were dissolved in chloro-
form:ethanol 2:1 mixture. Then the sample was evaporated and the film obtained was incu-
bated with appropriate buffer solution. Next the sample was sonicated from 5 to 10 min
with 50 W power. After cooling to room temperature the sample solution was centrifuged
at 3000 rev/min. Obtained membranes were used for further measurements. The choice of
DODAB micelle comes from the fact that this membrane does not show any fluorescence.
Red blood cell membranes (RBC) were prepared by a standard method and were a gener-
ous gift from Dr. Dwight Norman from Stony Brook University, NY. Solvents used were
of analytical or spectroscopic grade. All reagents were used without further purification
and studied at 20°C. Water in aqueous solutions was purified through a millipore filter
from Milli-Q system (Bedford, MA). Buffers used: 50 mM sodium acetate (pH 2–5) and
50 mM sodium phosphate (pH 5–9). Micelles concentrations were 10 fold of their cmc
values. In order to avoid autooxidation of adrenaline most of the measurements were done
in the range of physiological pH, about 6. In the case of higher pH the sample was first
purged with nitrogen and then filled with argon. In such conditions the reaction of the
adrenaline deprotonation was reversible which clearly indicates that the peak with maxi-
mum at 294 nm is connected with the ionized form of adrenaline.

Absorption spectra were measured on a PhotoDiode spectrophotometer HP 3287. As a
fluorescence quantum yield standard tryptophan with Φ = 0.13 was used (4). Steady-state
fluorescence was measured using a Shimadzu 5001 PC fluorimeter using 3 mm quartz cu-
vettes. Fluorescence lifetime and anisotropy measurements were taken at beamline U9B
at the National Synchrotron Light Source at Brookhaven National Laboratory, Upton, NY,
USA with an Omnilyzer. Omnilyzer is the 1997 Research & Development Journal 100
prizewinner. The details of the apparatus and the method of calculation have been previ-
ously described (10) and the scheme of the system is given in Figure 2. Briefly, excitation
light (SR) from the U9B, quartz-windowed, bending magnet port at the National Synchro-
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FIGURE 2. Scheme of the apparatus used for the fluorescence lifetimes and anisotropy measure-
ments at port U9B at NSLS at BNL; SR—synchrotron radiation, GT—Glan Thompson polarizer,
M—Spex 1680 monochromator, S—sample, SG—imaging spectrograph (Chromex), W—Wollas-
ton polarizer, PD—position sensitive detector ITT F4164M, PA—position analyzer, A—fast ampli-
fier model 1762 (PRA), CFD—constant fraction discriminator 583 (EG&G Ortec), TAC—time to
amplitude converter 467 (Ortec), MPA—multiparametric analyzer CISE 904 (Canberra), C—PC
computer, D—display.



tron Light Source was focused into a Spex Model 1680 0.227 m double monochromator
(Spex Industries, Edison, NJ) fitted with a 1200 g/mm grating. The sample was contained
in a 1 cm x 1 cm standard quartz fluorescence cuvette placed in a Model 1692 “T Box”
(Spex Industries) sample chamber which allowed fluorescence detection in both right-angle
and front-face geometries. The fluorescence was focused into a Model 250 Imaging Spec-
trograph (Chromex, Inc., Albuquerque, NM) and the spectrum dispersed across the 2.5 cm
diameter bialkali (BA-1) photocathode of an ITT F4146M position sensitive detector (PD). 

For the polarization measurements the Wollaston polarizer (W) separates the spectra of
the two polarizations in opposite directions from the center of the photocathode perpen-
dicular to the direction of spectral dispersion. Charge amplification is achieved by the five
microchannel plate detectors. The imaging spectrograph (SG) was fitted with two selec-
table 150 g/mm gratings, blazed at 300 and 500 nm, allowing a spectral range of ca. 500
nm to be dispersed across the horizontal face. The charge pulse resulting from the photon-
induced electron cascade is split proportionally among the four output corners of the de-
tector’s resistive anode, amplified, and routed to the position analyzer for coordinate
analysis. The analog signal corresponding to the horizontal coordinate of the measured
charge was digitized in a Model 8075M 100 MHz ADC (Canberra Industries, Meriden,
CT) in SVA mode. In all of the experiments the detector was cooled to −25 °C to reduce
dark counts. Reported spectra were not corrected for the detector’s wavelength dependent
quantum efficiency

Photon timing information was obtained by monitoring the current-induced voltage
change after the last microchannel plate, at the “Z-Out” high-voltage BNC on the base of
the detector. A RC circuit consisting of a 10 nF capacitor and 50 resistor were placed near
the detector base. The signal from the RC circuit provided the “start” for a time-correlated
single-photon counting experiment after amplification (×100) and discrimination in a
Model 1762 Fast Amplifier/Discriminator (PRA, Ontario, Canada) (A) and Model 583
Constant Fraction Discriminator (EG&G Ortec, Oak Ridge, TN) (CFD). Typically, count
rates of 500–5000 cps were obtained after proper discrimination. The “stop” signal was
provided by a square wave signal with a frequency equal to 1/9 of the rf cavity frequency
(53 MHz) and synchronized with the group of nine bunches in the ring. Thus, one “stop”
is obtained for up to nine starts (typically 1 or 7), depending upon the number of electron
bunches in the storage ring. A fast timing signal was derived with a Model 821 (LeCroy,
Chestnut Ridge, NY) Quad Discriminator. This implementation of the “inverted” config-
uration has been previously described (22). The 2–3 ms duration analog signal from the
Ortec Model 467 TAC is internally strobed to a Canberra 8075M 100 MHz Wilkinson
ADC (PHA mode) (TAC) approximately 6 ms after a “stop” was received. In a given ex-
citation cycle, both the digitized wavelength and timing information of the fluorescence
photon are stored in the histogramming memory of a Canberra CISE 904 Multiparameter
Analyzer operating in a multidependent mode (MPA). Typically 512×512 channels are
used to store the wavelength and timing information. All data were collected with the syn-
chrotron operating with a powered fourth-harmonic cavity. The measured full width at
half-maximum (FWHM) of the instrument response was about 1 ns.

The obtained image is a representation of the histogramming memory in which the
photon counts as a function of time and wavelength are stored. To obtain fluorescence
decay all the traces from the histograms are integrated over the wavelength whereas the
summation over the times gives the actual spectrum. The example of fluorescence decay,
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excitation pulse and calculated fit to obtain fluorescence lifetime is given in Figure 3a.
The deconvolution method with the non-linear least square Marquardt-Leveberg method
fitting procedure was applied to calculate fluorescence lifetime parameters. Reduced chi-
square value, residuals and autocorrelation of residuals were used to estimate the good-
ness of the fit. Rotational correlation times were obtained directly from the fit as shown
in Figure 3b. The obtained results are given in Table II.
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FIGURE 3. a) Fluorescence decay of 5x10−4 M adrenaline in β-cyclodextrine excited at 280 nm.
Upper figure shows excitation profile, decay and fit to biexponential decay, 51 ps/channel, reduced
chi square 1.28. Other parameters are given in on graph. Lower panel displays residuals of the fit.

b) Anisotropy decay of adrenaline in ethanol, solid line is fit to monoexponential decay with corre-
lation rotational time τr = 0.19 ns. Other parameters are given on graph.



Results

Absorption and fluorescence measurements

Absorption and fluorescence properties of adrenaline in different solvents and micells are
collected in Table I. From that Table it is seen that decreasing dielectric constant of the sol-
vent results in batochromic shift of absorbance maximum, from 279 nm in water to 284 nm
in dioxane (ε = 2.2). In heterogeneous environment the biggest absorbance maximum shift
with λmax = 281 nm is observed for adrenaline in anionic micelle, SDS. In the buffered aque-
ous solvents from pH 2 to 8 the absorption spectrum does not change. At higher pH the
lowest absorption maximum is shifted from 279 nm to 294 nm. The positions of fluorescence
maxima and fluorescence quantum yield also depend on the protic and dielectric properties
of the solvent. The position of maximum emission changes from 316 nm in water and al-
cohols to 306 nm in cyclo-hexane. The fact that the position of the maximum fluorescence
in water and in aqueous micelles does coincide with those observed in alcohols, regardless
of their lower dielectric constant, indicates that some other interaction occurs in the mi-
cellar systems. The problem will be discussed in more detail in the next section Dielec-
tric environment study. It is also seen that the position of the absorbance and fluorescence
peaks depends on the ionization state of the adrenaline molecule. Above pH 8.5, where the
deprotonation of the phenolic hydrogen occurs, the formation of anionic form of adrenaline
is observed. Those changes in the electron charge distribution cause the absorption maxi-
mum shift to 294 nm and the molecule becomes nonfluorescent. Neutral adrenaline inter-
acts with both micelles with negatively charged SDS and positively charged TTABr
demonstrated by the shift in absorbance position and the changes in fluorescence quantum
yield compared to homogeneous aqueous solutions. However, the observed changes are
more pronounced for adrenaline in SDS micelle than in TTABr micelle.

It is worth noticing that increasing concentration, up to 10−3 M, of adrenaline does not
change the position of absorption and emission maxima indicating that adrenaline in
aqueous solvents exists as a monomer. Ison (8) who investigated adrenaline in aqueous
solutions using NMR methods gave a similar conclusion. This finding is important from
a physiological point of view because dimerization leaves adrenaline devoid of hormonal
properties.

Dielectric environment study

In order to estimate the nature of the binding site of adrenaline in different environment the
Lippert equation has been used to correlate the Stokes shift with polarity of the homoge-
neous solvents. Such correlation has been found for the alcohols and aqueous solutions.
The Lippert plot based on the data from Table I is presented in Figure 4. The plotted data
are split into two regions, one with a negative slope which represents alcohols only and
the other with a positive slope which represents methanol-water mixtures and micelles.
The observed difference between those regions is connected mainly with the presence of
water. In methanol-water mixtures, the water molecule is acting as an hydrogen bond
donor to the lone pair of the terminal amino group in adrenaline. This leads in aqueous
solutions to the formation of ground electronic state hydrogen bonding complexes.

In alcohols the spectroscopic properties of adrenaline respond to changing dielectric
environment. However, the negative slope indicates that some other interactions must
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TABLE II. Photophysical parameters of adrenaline in various media;
fluorescence lifetime τ[ns] (in case of biexponential decay preexponential factors in

parenthesis are given), quantum yield Φ; radiative rate constant kfl ∗ 108 [s−1],
non-radiative rate constant knr ∗ 109 [s−1]; rotational correlation time τr[ns].
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TABLE I. Spectral properties of adrenaline in different polar
environment ε, positions of absorbance maxima A, emission maxima F and

calculated Stokes shift ∆I.

Environment ε A [nm] /[cm−1] F [nm]/ [cm−1] ∆I[cm−1]

Buffer pH 6 80 279 35842 316 31645 4195

Buffer pH 9.5 80 294 34015 non-fluorescent —

TTABr, pH 6 56 280.5 35650 315.5 31695 3985

SDS, pH 6 40 281 35587 315 31746 3840

Methanol 32 282 35570 315 31746 3840

Ethanol 24 281.5 35520 315 31746 3805

Propanol 20 282 35590 316.3 31620 3840

Dioxane 2.2 284 35210 308 32258 2740

Cyclohexane 2.2 284 35200 306 32679 2530

β-cyclo-dextrin 46 281 35590 315 31746 3820

Environment τ 0.05 [ns] Φ kfl [s−1] knr [s−1] τr [ns] + FWHM
(α1/α2)

Buffer pH 6 0.87 0.051 0.58 10.9 0.11±0.06

TTABr 0.9/1.96 0.07 0.4 4.7 0.12±0.08
(0.96/0.05)

SDS 0.9/1.67 0.09 0.54 5.4 0.12±0.07 β1=0.25
(0.67/0.33) 0.54±0.11 β2=0.3

Methanol 1.95 0.055 0.28 4.12 0.19±0.06

Ethanol 2.11 0.072 0.34 4.35 0.18±0.06

Propanol 2.2 0.12 0.5 4.0 0.11±0.06

Dioxane 2.1/4.1 0.2 0.5 2.1 0.1±0.05
(0.78/0.22)

Cyclohexane 1.9/3.45 0.19 0.55 2.3 0.1±0.05
(0.81/0.19

β-cyclo-dextrin 0.9/2.2 0.09 0.4 4.1 0.14±0.08
(0.88/0.12)

Note: in case of rotational correlation times τr preexponential factors in the fitting two exponential
curve were denoted as β1 and β2 not to be mistaken for preexponential factors calculated for
biexponential fluorescence decays and given in Table II as α1 and α2.



occur in alcohols, very probably hydrogen bonding of the solvent with adrenaline. As may
be seen from Table I in dioxane or in cyclohexane, both nonprotic solvents, the Stokes
shift is much lower than that observed for the alcohols and does not show any correlation
to the alcohols.

Using the existing linear dependence between Stokes shift of adrenaline and dielectric
constant of water-methanol mixtures it was possible to estimate dielectric environment of
adrenaline in micelles. The line describing Stokes shift data in the aqueous environment
gives a linear equation expressed as νa−νf = 3380 + 6.9∗D. This equation allowed us to cal-
culate the dielectric constant of micellar environment where adrenaline is present in SDS
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FIGURE 4. Stokes shifts of adrenaline versus Lippert function: (2ε−l)/2(ε+1) in: 1-water,
2-1Me:4W, 3-TTABr, 4-2Me:3W, 5-membrane, 6-RBC, 7-3Me:2W, 8-SDS, 9-4Me:1W,
10-methanol, 11-ethanol, 12-propanol, 13-pentanol, 14-β-cyclodextrin; where Me-methanol, W-water.

TABLE III. Parameters to calculate rotational correlation
time of SDS and TTABr micelles

Viscosity Rotational
Ns/m2 Radius m Volume m3 correlation

Medium 10−3 10−9 10−26 time 10−9

Water 0.98 0.33 0.046 0.1

SDS 2.7 1.8 2.4 15.9

TTABr 5.01 1.9 2.9 35



or TTABr. The constants are 40 and 56, respectively. Considering the dielectric constant of
the micellar core is about 2 and that of water is 80 our calculated dielectric constant values
for micelles indicate that adrenaline seems to be located in the interface region of those
media. From Figure 4 we are able to determine the extent of polar environment and
hydrogen bonding interaction. We can then estimate the properties of the binding site in
micelles. The data given in Table I indicate that apart from the solvent polarity the bind-
ing of adrenaline in both micelles is connected with the formation of hydrogen bonding
involving water molecules. Compared to previously obtained polarity values for polar and
hydrophobic probes in SDS and TTABr given in literature (3, 9, 13, 14, 19) our values are
in better agreement with those for SDS. In the case of TTABr, electrostatic repulsion be-
tween positively charged micellar surface and positively charged amino nitrogen displace
adrenaline molecules into the Gouy-Chapman layer where interactions with counterions
may occur. However, the obtained results reflect the fact that neutral adrenaline molecule
in micelle resides in a more polar and protic environment and the interactions are limited
to the Guy-Chapman layer without deeper penetration into the micellar hydrophobic core.

Fluorescence and anisotropy decay.

In order to probe the dynamics of adrenaline in microenvironment in different media the
fluorescence lifetimes and fluorescence rotational correlation times were calculated. The
obtained results are presented in Table II whereas the example of 3 dimensional presen-
tation of simultaneous fluorescence spectrum and fluorescence decay taken with the
Omnilyzer is given in Figure 5. The details of the calculations are given in Materials and
Methods.
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FIGURE 5. 3D and contour presentation of fluorescence decay and fluorescence spectra of 0.4 mM
adrenaline in 50 mM SDS micelle, excitation wavelength λex = 280 nm.



In all homogeneous solvents the fluorescence decay of adrenaline is singly exponential.
In aqueous solutions the fluorescence lifetime is 0.87 ns. The rotational correlation time of
the molecule was found to be near 120 ps, which reflects the free rotation of a small molecu-
lar entity with solvated water molecules. In alcohols, the longer fluorescence lifetime de-
scribes adrenaline in lower polarity environment. Single rotational correlation time with
maximum at 190 ps indicates that adrenaline rotates solvated by layer of solvent molecules.
In aprotic solvents and micelles the fluorescence decay is biexponential. In dioxane or cy-
clohexane the main component of the fluorescence decay with lifetime of 1.9 ns results
from the weaker interaction of the transition moment with aprotic solvent dipole com-
pared to water. Calculated rotational correlation time at 100 ps describes free rotation of
the emitting molecule in low polar, aprotic environment and indicates on the lower hin-
drance exerted by the solvent molecules on the rotating fluorescent molecule. This suggests
that the minor component of fluorescence decay arise rather from the association of adren-
aline molecules than from the other fluorescent site in the molecule. In anionic micelle,
SDS, the shorter component with a lifetime of 0.87 ns is characteristic for the aqueous
phase whereas the longer one 1.67 ns, describes the molecules located in the micellar en-
vironment. Two fluorescence lifetimes in both micelles indicate the partition of adrenaline
between two phases, aqueous and micellar. The polarity studies located adrenaline in SDS
close to 80:20 methanol-water mixture. In TTABr, the second component of the double
exponential function is weak. On the polarity graph adrenaline in TTABr micelle is lo-
cated close to 20:80 methanol-water mixture which indicates that very probably hydrated
adrenaline is prevented from entering the micelle and is located rather in the Guy-Chapman
layer which is more aqueous then the interior of the micelle. In cationic micelle, TTABr,
at pH 6 only 2% of emitting molecules exhibit longer lifetime, 1.9 ns. The molecules with
0.87 ns lifetime fluoresce from aqueous environment.

Two rotational correlation times observed in SDS micelle are indications of two dy-
namical processes occurring in the system. Longer rotational correlation time, 0.54 ns, is
connected with the reduced rotational freedom of adrenaline, probably due to the higher
viscosity and confined space in micelle. The shorter rotational correlation time, 0.12 ns, de-
scribes free rotation of hydrated adrenaline in aqueous phase. To estimate the interaction
of adrenaline with micelle the calculation of rotational correlation time of both micelles
have been carried out. Data on viscosity and radius of the micelles used in the calculation
are given in Table III. With spherical approximation for the both micelles using Debye-
Stokes-Einstein equation the calculated rotational correlation times are 15.9 ns for SDS
and 35 ns for TTABr. Unfortunately, our rotational correlation time analysis is limited to a
few nanoseconds and we cannot see such long rotational correlation times of adrenaline.
The calculations also have shown that relatively slow rotation of the micelles makes a neg-
ligible contribution to the adrenaline decays observed in the nanosecond range. Addition-
ally, steady-state anisotropy values for micelles are 0.08 and 0.05 for SDS and TTABr,
respectively. This indicates that there are no other depolarization processes occurring.

An increase in fluorescence quantum efficiency and lifetimes is observed in micelles.
This is in agreement with our results from dielectric studies, which show the adrenaline
in micelles is located in lower polarity environment and still is influenced by hydrogen
bonding from water. Higher values φ (quantum yield), τ (fluorescence lifetime) and lower
values of knr (non-radioactive rate constant) in micelles compared to water suggests that
adrenaline occupies  more viscous but rather polar and protic environment in those media.
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Discussion

The measured and calculated photophysical parameters of adrenaline in different media are
summarized in Table II. All data given in the Table II are sensitive to polarity and viscosity
of the environment. However, one can expect that changes in quantum yield or fluorescence
lifetime should be larger when adrenaline is in low polarity or heterogeneous environment.
The presence in adrenaline structure of the ethylamino tail should be considered as a main
pathway of the radiationless processes; knr changes in all media is within 10% except for
water. Lower than expected values of fluorescence quantum yield and fluorescence life-
times are probably connected with the fact that the amino tail has less torsional freedom
mainly because of the interaction between the benzoic ring and the nitrogen lone pair
from its own amino group. In aqueous solutions the hydration through the formation of
hydrogen bonds with hydroxyl groups and ethylamino tail gain more torsional freedom
because the interaction between nitrogen and the aromatic ring is screened by the water
molecules which increases radiationless process. The support for such a picture is given
by NMR study of catecholamines in aqueous solutions (8) showing that in the adrenaline
amino group is in trans position to the aromatic ring and gauche to the β-hydroxyl group
which stabilizes the whole molecule. The main interaction is shown to be electrostatic
with hydrogen bonding between the amino and β-hydroxyl group.

The neutral adrenaline, which is less hydrophobic than ionic forms, is barely solubilized
in TIFABr coming from the fact that the quaternary nitrogen group is more hydrophobic
then the sulfate group in SDS. Moreover, a longer alkyl chain, which offers polarity
equivalent to cyclohexane, and a positively charged surface, which should destabilize any
cationic species, are very probably main factors that adrenaline is less solubilized in
TTABr compared to SDS.

Spectral correlation of adrenaline with the polarity parameters in alcohols and
methanol-water mixtures allowed us to determine the polarity and the nature of the bind-
ing sites in micelles. Additionally, the dielectric constant value at the adrenaline location
was estimated. It has also been shown that hydrogen bonding plays a role during solubi-
lization of the molecule in the micellar environment. Fluorescence and anisotropy decay
measurements and the other photophysical parameters given in Table II have shown that
in aqueous micellar environment adrenaline fluoresces from two sites. In principle, the
anisotropy decay should be given by the sum of five exponentials. The fact that
anisotropies in homogeneous solvents are well fitted by single exponential decay function
suggests that these molecules can be modeled ellipsoids or spheres. Based on the Debye-
Stokes-Einstein equation the calculated hydrodynamic radius is between 3 to 4 Å. This is
the case with adrenaline where in all homogenous solutions one rotational correlation
time was found. The observation of two distinct correlation times in the anisotropy decays
in micelle implies the existence of two dynamic processes that occur with different mech-
anisms. One obvious explanation is that the short component arises from the rotational
diffusion of the free dye in solution and longer time arises from micelle-bound dye. We
should remember that micelle-bound adrenaline resides in the Gouy-Chapman layer and
its binding to micellar core is weak. Such behavior seems to reflect biological situation
where adrenaline despite many possible targets effectively binds only to a specific recep-
tor. If the partitioning between water and micelle were correct then the ratio of preexpo-
nential factors would then give the ratio of free to micelle-bound dye. This has been
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confirmed by the fluorescence lifetime measurements where the obtained ratio in SDS is
similar to that calculated from dielectric studies.

These studies have shown that the applied model describing the process of the adrena-
line partition between aqueous and heterogeneous phase gives structural and dynamical
parameters that are physically reasonable and will be exploited during our further studies
of adrenaline in heterogeneous systems.
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Abstract: From the conventional medical perspective, melanocytes have been traditionally viewed
as epidermal responders/reactors to ultraviolet radiation. In this paper we have begun an analysis of
the functional significance of melanocytes as monitors for ultraviolet radiation with their neuronal,
endocrinological and immunological intercalations. This preliminary study was performed using as
a human model unilateral sural nerve sensory blockade before and after ultraviolet exposure to both
feet while the unblocked foot acted as the control. Full thickness surgical skin biopsies were taken
of (I), normal pre-exposure skin, in the center of the two centimeter exposure area of both the sural
nerve blocked area (II–III) and control (IV–V) one centimeter outside the exposed area in both the
sural nerve blocked foot and the control or non-blocked foot. The objective clinical, blinded mor-
phological and immuno-histochemical data from this experiment support the initial conclusion that
neuronal connection is necessary for the normal ultraviolet exposure dermal reaction. Based upon
this study, we further propose the existence of an exteroceptive sensory system in which
melanocytes, with direct nervous system connection initiate an ultraviolet radiation reactive re-
sponse that mobilizes both conventional endocrine and immune pathways.   

MELANOCYTES THAT are found throughout the skin differentiate from neural crest
cells, detach from the neural tube in the sixth week and migrate to the developing dermis
of the embryo. (1, 2, 3) Although morphological and histological studies have not de-
tected melanocytes in the human epidermis until the 10th or the 11th week, (4, 5) studies
using monoclonal antibodies directed against antigens characteristic of melanocyte pre-
cursors have been identified in cells in the epidermis as early as the 6th or 7th week. (6)
Thus it may take neural crest cells only a few days to a week to migrate to the epidermis.
Melanocytes are also found in the dermis during fetal life, but the vast majority of these



are in transit to the epidermis. (7, 8) The density of melanocytes increases during fetal
life, reaching a peak of 2,300 cells/mm3 at the end of the third month, after which they
decrease to a final value of about 2,000 cells/mm3, representing between 5 and 10 percent
of the cells of the basal layer of the epidermis in the adult. (9) In the 10th week many
melanocytes become associated with the developing hair follicles where they function to
donate pigment to the hair. (10) In the adult, melanocytes take a shape of a cell body
deeper in the epidermis with dendrites extending more superficially in the layer, interdig-
italizing with peripheral nerve fibers. (11) Due to the aforesaid, it has been traditionally
thought that melanocytes function only as a sun-screen, thus protecting the deeper layers
of the skin from solar radiation, however, our evidence will demonstrate melanocytes play
an important additional role as neuronal sensors located in the skin. In addition to their
role as sensors, melanocytes appear to control keratinocytic skin regeneration.

Melanocyte Study: Assertions

1. Melanocytes and Langerhan’s cells in the skin are derived from embryonic neural
crest tissue and migrate rather early in development to the skin: thus they are nerve
cells. (3, 6)

2. Melanocytes have an unusual morphological appearance in which the cell body lies
deepest in the epidermis and arms (podia or dendrites) extend more superficially: re-
sembling Purkinje cells in the cerebellum. (12, 13, 14)

3. Extensive nerve fibers tranverse these podia. (15, 16, 17)
4. Melanocytes, using tyrosine as an amino acid precursor, manufacture melanin that

is secreted and endocytosed by melanophores: a process which is not unlike the pro-
duction of norepinephrine or dopamine. (18, 19)

5. After exposure to ultraviolet light there is a marked increase, locally restricted to the
area of exposure of Langerhan’s cells, antigen presenting cells (APC’s) and lympho-
cytes. (21–23) 

6. Langerhan’s cells, when thus activated, become antigen presenting cells (APC’S). (24)
7. After exposure, these APC’s migrate to regional nodes and/or to the thymus gland

for presentation to naïve T lymphocytes. (25–27)

Hypothesis for this study

There is a melanocyte-nervous system connection that represents the exteroceptive sen-
sory system in which ultraviolet and/or not to exclude other radiation energy is monitored
and a reaction is orchestrated by these cells in concert with the central nervous system.

Corollary: It is this exteroceptive sensory system when activated by ultraviolet radia-
tion that coordinates the nervous and immune/endrocrine system activity for protection of
the organism.
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Basic Energy from Sunlight and Ultraviolet Source

1. Energy from sunlight has wavelengths from 300–700 nm and a mean of 550 nm. (20) 
2. Energy derived from sunlight may be calculated as 51,881 calories/mol or 52

Kcal/mol (17)
Energy = Avogadro’s Number × Plank’s Constant × Velocity of Light

Wavelength of Sunlight
3. Ultraviolet source of 800 watts 375 nm UV 93 that is produced by the Sperti Sun-

lamp used in this study.

Methods

Melanocyte Study Design: The skin supplied by the Sural Nerve bilaterally on the dor-
sum of both feet was selected:

1. Surgical biopsy of the dorso-lateral portion of the left foot taken as a baseline control. 
2. Right Sural nerve block using plain 1% xylocaine producing an area of anesthesia

over the dorsal lateral portion of the right foot.
3. Circular area of 2 cm exposure on the exact same dorso — lateral surface of both

feet — the left without a nerve block and the right with a nerve block.
4. Irradiation of a circular area of 2 cm on both feet with UV radiation (15 cm from

the surface) at 375 nm for 10 minutes.
5. Repeat surgical biopsy (immediately following irradiation) of the dorsum of both

feet as follows:
A. Control biopsy of left foot (slides Ia–Ie)
B. Biopsy of right (Sural Nerve blocked) foot center of UV lesion (slides IIa–IId) 
C. Biopsy of left (control) foot center of UV lesion (slides IIIa–IIIe)
D. Biopsy of right (Sural Nerve blocked) foot 1 cm outside of UV lesion (slides

IVa–IVe)
E. Punch biopsy of left (control) foot 1 cm outside of UV lesion (slides Va–Ve)
F. Present each biopsy specimen for coded/blinded for processing

Morphological Observations and Study Measurements

Histological Studies

All histological studies were performed by an independent observer and special
stains were used to define the histological characteristics as summarized in the table.

a. Structure: Cell definition of epidermis and dermis and cyto-architecture.
b. Migrating cells: APC’s, Langerhan’s and melanocyte cells, macrophages,

plasma cells, eosinophils, and lymphocytes.
c. Comparison of the migrating cells by maximal specific immuno-histochemical

stain positive cells at 40X field under strict double blind observation.
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Results 

A. Clinical Observations
1. The immediate area of inflammation (redness) and slight swelling was measured at

1.5 cm over the left (non-blocked) foot. 
a. Control before ultraviolet radiation: slides Ia–Ie.
b. Center of ultraviolet radiation: slides IIIa–IIIe.
c. 1 cm outside of the area of ultraviolet radiation: slides Va–Ve.

2. The area of inflammation (redness) and moderate swelling was measured as 4 x 6
cm over the right (Sural Nerve blocked) foot.

a. Center of ultraviolet irradiation: slides IIa–IIe.
b. 1 cm, outside of area of ultraviolet radiation: slides IVa–IVe.

3. These areas remained inflamed and swollen for 3 days then gradually receded.

B. Histological Studies
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Ia. Baseline normal control Hematoxylin
and Eosin (H&E) Stain: Pre-exposure-left
foot

Ib. H&E Stain: Enlarged section

Ic. CD1a cell stain: Langerhan’s cells Id. CD3 T cell stain: Antigen Presenting
Cells (APC Cells)

Ie. S-100 Stain: Melanocytes and Langer-
han’s Cells
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IIa. H&E stain: Center of 2 cm exposure
on dorsum of the Sural Nerve blocked
foot: note marked edema

IIb. CD 1a Stain: Langerhan’s Cells-note
marked increase in number of Langer-
han’s cells

IIc. CD-3 Stain: APC Cells-note the
marked increase in number of APC’s and
melanin

IId. S-100 Stain: Melanocytes and Langer-
han’s Cells
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IIIa. H&E Stain: Center of 2 cm exposure
in dorsum control foot

IIIb. H&E Stain: Enlarged Section-note
only slight edema

IIIc. CD 1a Stain: Langerhan’s Cells-note
only slight increase in the number of
Langerhan’s cells

IIId. CD-3 Stain: APC Cells-note only
slight increase in the number of APC’s
and melanin

IIIe. S-100 Stain: Melanocytes and Langer-
han’s Cells
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IVa. H&E stain: 1 cm dorsal to area of ex-
posure on Sural Nerve blocked foot

IVb. Enlarged Section H&E Stain-note in-
creased amount of edema

IVc. CD 1a Stain: Langerhan’s Cells-note
marked increase in the number of Langer-
han’s cells

IVd. CD3 Stain: APC’s Cells-note marked
increase in number of APC’s and in-
creased melanin

IVe. S-100 Stain: Melanocytes and Langer-
han’s Cells
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Va. H&E Stain: 1 cm dorsal to area of ex-
posure on control foot

Vb. H&E Stain: Enlarged Section-note al-
most no edema

Vc. CD 1a Stain: Langerhan’s Cells-note
only slight increase in the number of
Langerhan’s cells

Vd. CD 3 Stain: APC Cells-note normal
appearance or slight increase in the num-
ber of APC’s

Ve. S-100 Stain: Melanocytes and Langer-
han’s Cells



Discussion

Biosynthesis of melanin

Synthesized from the essential amino acid phenylalanine, tyrosine serves as the precursor
to many compounds which include hormones (thyroxine and melanin), neurotransmitters
(norepinephrine, dopamine and epinephrine) and, more importantly, as cellular signal
transduction catalytic receptors (tyrosine kinase). (28) The basic amino acid precursor of
all of these reactions is phenylalanine, which is readily absorbed in the gastrointestinal
tract. Following absorption, the first chemical biosynthesis in the body is that of hydroxy-
lation in which l-tyrosine is formed. Phenylalanine hydroxylase is the enzyme responsi-
ble for the reaction. (29) The second chemical reaction is catalyzed by tyrosine
hydroxylase and the product of this reaction is 3, 4-dihydrozxyphenylalanine (L-DOPA).
Dopa decarboxylase is utilized as the catalyst by which DOPA is transformed into
dopamine and hydroxylated into norepinephrine and finally, transmethylated into epi-
nephrine. Another enzyme, tyrosine aminotransferase (tyrosine transaminase) mediates
the deamination of tyrosine and, as with many other aminotransferases; alpha ketoglu-
tarate is the amino acceptor. This intracellular process may be induced by the administra-
tion of steroid hormones, which leads to an increase in messenger ribonucleic acid
(mRNA) for the enzyme. Melanocytes are not attached to keratinocytes by desmosomes,
but they are attached to the basal lamina by hemidesmosomes. (30) They produce
melanin, a pigment, which protects the nuclei of the dividing cell from the mutating ef-
fects of ionizing or electromagnetic radiation. The melanin is transferred via dendritic
processes to basal keratinocytes and accumulates above the nucleus and shields the di-
viding nuclei from the harmful effects of ultraviolet radiation. (31) 

The melanins form free radicals and this may be significant in the cellular protection
from radiation. The enzyme tyrosinase produces an aerobic oxidation to 3, 4 dihydroxy-
phenlalanine (DOPA) and tyrosinase continues to act on DOPA to produce dopaquinone,
which is converted to melanin (eu or pheo). Melanin pigment is formed by additional re-
action with tyrosinase in the dendritic processes of the melanocytes. Within keratinocyte
cells the melanin tends to be distributed, initially, in perinuclear caps. Melanocytes, as
compared with other skin cells, have a limited capacity to proliferate and it is rare to find
these cells dividing. 

Melanosomes are membrane bound granules in the cytoplasm of melanocytes. Tyrosi-
nase vesicles fuse with premelanosomes to form melanosomes. Tyrosinase is synthesized
in the rough endoplasmic reticulum (rER) and moves to the Golgi region. It forms ty-
rosinase vesicles, which then fuse with premelanosomes. (28) The enzyme action matures
the content to melanosomes, or melanin containing granules. The tips of the dendritic
processes of melanocytes containing the membrane bound melanosomes are broken off
and phagocytosed (clatherin endocytosis) by keratinocytes. (29) This mechanism,
whereby the melanosomes are secreted, similar to neurotransmitter emission, is called
cytocrine secretion. Melanin production can be stimulated by the hormone MSH
(melanocyte stimulating hormone), by estrogen and progesterone in pregnancy, and by
chronic exposure to sunlight. (32) Human melanocytes from individuals with different
skin types, as well as from the skin of the same individual, are heterogeneous in their
melanin content. This heterogeneity may be attributed to differences in the activity and
expression of the three-melanogenic proteins: tyrosinase and tyrosinase-related proteins 1
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and 2 (gp75 and DOPA chrome tautomerase, respectively) (33), which in turn are affected
by certain regulatory factors. There is a direct correlation between melanin content, ty-
rosinase activity and the expression of the three-melanogenic proteins in melanocyte
strains established from different skin types. Addition of the two epidermal cytokines,
tumor necrosis factor-alpha or interleukin-1alpha, to cultures of human melanocytes from
different skin types causes decreased proliferation, tyrosinase activity and expression of
tyrosinase, tyrosinase-related protein-1 and DOPA chrome tautomerase. Similar results
may be obtained when Percoll-derived melanocyte subpopulations are treated with tumor
necrosis factor-alpha and interleukin-alpha. These results indicate that the variation in
melanin content in human melanocytes is due to the differences in the activity and ex-
pression of the melanogenic proteins, which are, in turn, influenced by autocrine and
paracrine factors (chemokines or other cytokine receptor activators such as MSH). The
local release of growth factors including epidermal growth factor, transforming growth
factor and keratinogenic growth factor are all important for the process of continued re-
generation of cells of the skin. Repair is dependent upon the local production and release
of transforming growth factors B (1, 2, 3), transforming growth factor A, fibroblast growth
factor, vascular endothelial growth factors, platelet derived growth factors, insulin like
growth factors, keratinocytes growth factors and many other growth and differentiation
co-factors. Substantiated animal studies have confirmed the role of cytokines and growth
factors produced by cellular elements in the epidermis and dermis in the process of and
enhancement of skin healing and wound remodeling. (33)

Melanocyte Stimulating Hormone (MSH)

Melanocyte stimulating hormone is synthesized by the intermediate lobe of the pituitary
gland and is developed for a precursor called propiomelanocortin. (34) One form, alpha-
MSH is identical to the first 13 amino acids of the amino terminal of Adreno-Cortical-
Trophic-Hormone (ACTH). MSH is named for its direct effect on melanocytes of the
epidermis. Animals (fish, amphibians, reptiles and humans) injected with alpha-MSH
show a dramatic immediate darkening of the skin. Microscopically, melanocytes demon-
strate melanin dispersed throughout the dendrites of these cells and into melanophores.
(31) Granules of melanin may be seen traversing outward using kinesin as a carrier along
the microtubules. They assemble in the actin-rich periphery of the cell and enter the mela-
nophores along the microtubules using dynein as a carrier. (35, 36) During this latter
event, the skin color appears to lighten. Moreover, alpha MSH is found in the brain where
it also acts to suppress appetite and in clinical studies appears to increase penile erections.
Control of the development of melanocyte stimulating hormone appears to be the 
T-pit/Tbx19 gene. (34) These data support the conception that there is a direct neuronal-
melanocyte neuro-endocrine connection.

Melanin: Endocytosis by Keratinocytes

In stark contrast to phagocytosis of macromolecules, receptor mediated endocytosis pro-
vides the mechanism for selective uptake of small molecules. The receptors are special-
ized regions on the plasma membrane called clathrin-coated pits. These pits bud from the
membrane to form small clathrin-coated vesicles. These clathrin-coated vesicles then fuse
with endosomes and their contents are sorted. A specialized kind of recycling from endo-
somes plays an important role in the transmission of nerve impulses across synaptic junc-
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tions. Melanocytes are displaced nerve cells. The arrival of the stimulus at the terminal
dendritic arm of the melanocyte triggers the fusion of the synaptic vesicles containing
melanin with the plasma membrane, thus releasing melanin. The keratinocyte then acts to
phagocytize the melanin by receptor mediated endocytosis. (37) The synaptic vesicles are
retrieved by endocytosis from the clathrin-coated pits and the endocytic vesicles fuse with
the early endosomes of the melanocyte. The synaptic vesicles are then regenerated by
budding from the endosome and refilled by the uptake of melanin from the cytosol of the
melanocyte. A protein destined for the apical domain of the plasma membrane is first
transported from the Golgi apparatus to the basolateral domain. It is the endocytosed and
selectively transported to the apical domain from early endosomes.

Function of Melanin and Ultraviolet Light Exposure

As noted, the melanocytes differentiate from neural crest cells that detach from the neural
tube and then migrate to the developing epidermis. A diverse number of structures are
similarly derived from neural crest cells that migrate from the central nervous system.
These include odontoblasts, connective tissue surrounding the eye, including the papillary
and ciliary muscles, truncoconal septum of the heart and aorta, arteries of the head and
neck, pharyngeal arch cartilages, adrenal medulla, autonomic chain ganglia, glial cells,
Schwann cells, enteric ganglia, dorsal root ganglia, arachnoid and pia matter, neurosecre-
tory cells of the heart and lungs, C cells of the thyroid gland and Hassell’s corpuscles of
the thymus gland. In each case the sensory, integrative and regulatory functions of these
adult cells are similar. The fact that ultraviolet radiation stimulates melanocytes is hardly
debatable; however, the fact that there is a radical change in localized migrating Langer-
han’s cells suggests that the melanocyte has both a primary sensory in addition to regula-
tory function. (38) The melanocyte, therefore, may be considered as a primary sensor of
ionizing and/or ultraviolet radiation effects and regulates the response system, while the
photoprotective effect is secondary. 

The evidence that melanin provides effective photoprotection is suggested by the fact
that poorly melanized skin is far more vulnerable than melanized skin to acute and
chronic injury caused by ultraviolet radiation (sunburn and photoaging or photocarcino-
genesis). (39) The photoprotective role of melanin is evident in the phenomenon of tan-
ning or darkening of the skin that occurs within several days after exposure to ultraviolet
radiation. The duration of tanning exposure depends on the total dose of ultraviolet radi-
ation, its spectral characteristics, and the overall pattern of exposure and the genetic pre-
disposition of the person. A single exposure to solar-stimulating light which may induce
slight sunburn at 24 hours causes, within three or four days, a moderate tan that persists
unchanged for at least 3 weeks. After sun-exposure, keratinocytes, which are driven to
undergo apoptosis, called dyskeratotic “sunburn cells”, may be easily identified. On the
other hand, during this process, neighboring melanocytes are unaffected. While there is a
marked increase in Langerhan’s cells initially it is followed by, in a few hours, of a strik-
ing reduction of these immune cells. (38) Keratinocytic stem cells, which reside in the
basal layer of the epidermis or in hair follicles, give rise to cells in the basal layer that di-
vide several times before entering the supra-basilar layers. There they no longer prolifer-
ate, but rather differentiate, move upward, and are eventually shed from the skin surface.
After exposure to high dose ultraviolet radiation, the most severely damaged keratocytes
undergo apoptosis, leaving the less damaged keratocytes to up-regulate their DNA repair
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capacity and to undergo repair. With each subsequent ultraviolet exposure, the most se-
verely damaged cells will be removed, so that cells with minimal incremental damage
gradually accumulate in the skin. In contrast, the first dose of ultraviolet radiation will
cause substantial damage to melanocytes but not apoptosis. Therefore, these melanocytes
will survive, mutate and divide. The appearance of freckles after high-dose sun exposure
represent clones of mutated melanocytes. Moreover, there is a correlation between sun
exposure and the development of melanocytic nevi in the exposed areas. (23) Low dose
exposure of ultraviolet radiation that is accumulated over a lifetime is associated, epi-
demiologically, with the development of basal cell and squamous cell carcinomas. The
relative contribution of ultraviolet A (320–400 nm) or B (290–320 nm) to carcinogene-
sis had been exhaustively studied. (24) Ultraviolet A radiation is far more abundant in na-
tive sunlight than is ultraviolet B radiation and it causes oxidative DNA damage that is
potentially mutagenic. Ultraviolet B radiation is overwhelmingly responsible for the
formation of the principal DNA lesions, cyclobutane pyrimidine dimmers and pyrimidine-
pyrimidone photoproducts, whose incorrect repair may lead to cell mutations. (33) Ex-
perimentally, UV-B radiation has been associated with the development of squamous cell
carcinoma, while UV-A is capable of inducing melanomas in animals. (25) For kera-
tinocytes and melanocytes, the combination of slight initial damage, however, nearly com-
plete repair results in only very slow malignant progression of skin cells. (9, 20) In the
case of melanocytes, however, the number of cells at risk for cancer is significantly higher
in the skin that receives and/a high dose of ultraviolet radiation.
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Clinical features

Center of area of UV exposure 
Tissue Stains: (H&E, CD 1a,
CD3, and S-100)

1cm dorsal to area of UV ex-
posure 
Tissue Stains: (H&E, CD 1a,
CD3 and S-100)

2 cm area of redness &
swelling-lasting 72 hours

1. Slight edema

2. Slight increase in APC’s

3. Slight increase in Langer-
han’s Cells

4. Slight increase in Melanin

1. Slight increase in Langer-
han’s Cells

2. Normal appearance of APC’s

3. Melanocytes appear normal

4 x 6 cm area of redness &
swelling—lasting over 96
hours

1. Marked edema with disrup-
tion of tissue

2. Marked increase in APC’s

3. Marked increase in Langer-
han’s Cells

4. Marked increase in Melanin

1. Moderate edema

2. Marked increase in Langer-
han’s Cells

3. Marked increase in APC’s

4. Melanocytes and Melanin
both increased

Melanocyte Study Table of Results

Summary Control-Non-Blocked Side Sural Nerve Blocked Side

Stains: CD1a + = Langerhan’s Cells; CD3 + = T Lymphocytes (APC’s); S-100 + = Melanocytes
and Langerhan’s Cells



Melanocyte Study-Preliminary Conclusions

1. Melanocytes, derived from the neural crest, are a stable and long-lived population
and are inextricably tied to the nervous system in the adult. (42–44)

2. This neuronal-melanocyte connection provides the basis for an exteroceptive sen-
sory nervous system for the measurement of ultraviolet (and possibly other types)
radiation from the environment.

3. The melanocyte, when exposed to ultraviolet radiation, is capable of orchestrating
and mobilizing other neural crest derivative cells in the epidermis (Langerhan’s
Cells). (45)

4. The specific area exposed to ultraviolet radiation is marked-possibly at the post cap-
illary venule region of the epidermis, utilizing free nerve endings and specific re-
ceptor endings. (13, 14)

5. Two types of sensory afferent stimuli are initiated, following which melanocyte stimu-
lating hormone is then produced and released to activate those melanocytes that
have been identified and receptors have been activated-that is the local area of ex-
posure. These have been identified as A-delta and C fibers. (13–15)

A. Location specific, monosynaptic and fast conducting impulses travel to the
dorsal and ventral lateral thalamic nuclei and thence to the appropriate pari-
etal cortex. (28)

B. Type specific, polysynaptic and slower conducting impulses travel to multi-
ple areas in the nervous system often ending in the centrum medianum and
posterior thalamic nucleus and thence to the hypothalamus. There may even
be differentiation as to the specific wave length frequency or energy levels.
(45)

6. When the nervous system connection is interrupted, for example by nerve blockade,
the normal distribution, orchestration and extent of a response is disordered (edema
and cell migration). 

7. Langerhan’s cells are then transformed into antigen presenting cells (APC’s) and re-
cruited for the immune response to provide for a reaction to this form of epidermal
insult. (45, 46) These cells thus present the intermediary cell between nerve cell
(melanocyte) and immune cell (APC). They migrate from the skin to the lymph
nodes and thymus gland and possess surface receptors that are common to
macrophages (Fc and complement C3). (47, 48)

8. The Synapse in the immune system: The term immunological synapse was coined
to describe the interface between T cells and B cells, which was analogous to neu-
ronal synapses and neurotransmitter secretion. At the core of this synapse in the im-
mune system is a junction that is formed at the surface between the antigen
presenting cell (APC) and the responder T lymphocyte. (42, 43) At the periphery of
the synapse TCR-mediated tyrosine kinase signaling occurs in naïve T cells and is
largely abated before mature immunological synapse are formed. (49) The central
zone of this structure contains T cell receptors, but the large adhesion molecules,
such as integrin LFA-1, needed for the initial APC recognition, are excluded. Other
important peptides include T cell receptors (TCR’s), CD28 co stimulatory receptors
and other smaller molecules. (50, 51) Actual engagement of the TCR with the peptide-
MHC on the surface of the APC results in a peptide-MHC signaling within the APC.
Secondary signaling only occurs with the interaction of the co-stimulatory receptor
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CD28 with its ligands as this is transacted in the central region of the immunologi-
cal synapse. This process is either enhanced or inhibited by effecter molecules such
as cytokine IL-4 and the inhibitory peptide CTLA-4 that may be delivered to the
central area by exocytosis. This process thereby limits the effect on bystander cells.
This immunological synapse may be required for internalization of TCR’s, which
may be the way that TCR signaling is down regulated. (52)

9. There appears to be further evidence that the melanocyte functions as a neuro-en-
docrine organ with the discovery of MSH. 

10. Thus the relationship between the nervous, immune and endocrine system appear to
be inextricably interwoven into a single system for the protection of the individual
from the ultraviolet radiation.

Summary

This preliminary study suggests that a reexamination of the role of melanocytes in the
skin must be undertaken, particularly in their role in melanin production. Melanocytes
have been shown to actually act as an exteroceptive sensor and orchestrate the mobiliza-
tion of the nervous and immune systems in monitoring ultraviolet radiation. These phe-
nomena could provide an explanation for the progressive discoloration of the legs of
patients with peripheral neuropathy and exposure to sunlight. Further histochemical and
immunological studies are contemplated, and are in progress using this individual self
control model, in health and disease states utilizing other frequencies of energy and fol-
lowing different times of exposure and post exposure.
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Abstract: The present study was designed to evaluate the effects of aerobic exercise training on
glucose tolerance and insulin secretion of obese male Wistar rats (monosodium glutamate [MSG]
administration, 4mg/g-body weight, each other day, from birth to the 14th day). Fourteen weeks
after the drug administration, the rats were separated into two groups: MSG-S (sedentary) and
MSG-T (T = swimming, 1 h/day, 5 days/week, with an overload of 5% body weight for 10 weeks).
Rats of the same age and strain injected with saline were used as control (C) and subdivided into
two groups: C-S and C-T. Insulin and glucose responses during an oral glucose tolerance test (GTT)
were evaluated by the estimation of the total areas under serum insulin (AI) and glucose (AG)
curves. Glucose-induced insulin secretion by isolated pancreatic islets was also evaluated. MSG-S
rats showed higher AI than C-rats while MSG-T rats presented lower AI than MSG-S rats. No dif-
ferences in AG were observed among the 4 groups. Pancreatic islets from MSG-rats showed higher
insulin secretion in response to low (2.8) and moderate (8.3 mM) concentrations of glucose than
those from their control counterparts and no differences were observed between MSG-S and MSG-
T rats. These results provide evidences that the hyperinsulinemia at low or moderate glucose con-
centrations observed in MSG-obese rats is, at least in part, a consequence of direct hypersecretion
of the B cells and that chronic aerobic exercise is able to partially counteract the hyperinsulinemic
state of these animals without disrupting glucose homeostasis.

THE MONOSODIUM glutamate (MSG) treated rat has been used as a model for the
study of the possible relationship between obesity and hyperinulinemia (Marmo et al.
1994). Although it has been reported that the obese MSG-rat is hyperinsulinemic (Hirata
et al., 1997), the cause has not been established yet. Similar observations have been made
using other animal models such as the obese Zucker rats (Curry & Stern, 1985) and the



obese male SHFF/Mcc-fa rat (Gao et al., 1994). Investigators reporting insulin release by
isolated islets from Zucker obese rats have provided evidence which suggest that the
hyperinsulinemia is due, at least in part, to direct hypersecretion of the B cells in response
to glucose (Milburn et al. 1995). The hyperinsulinemia in MSG-obese rats is observed
even after an overnight fasting (Hirata et al., 1997). Fasting hyperinsulinemia implies in-
creased sensivity to low levels of glucose and this was documented in genetic models of
obesity, including ob/ob mice (Tavassa et al., 1992), Zucker rats (Chan et al., 1996), and
SHR./N-cp or LA/n-cp rats (Timmers et al., 1992). A curious observation in the MSG-
obese animals is that the hyperinsulinemia is accompanied by a relative normoglycemia
(Hirata et al., 1997). This observation is generally explained as being due to development
of insulin insensivity by insulin dependent muscle tissue (Machado et al., 1993). It has
been suggested that this insulin insensivity leads to a compensatory pancreatic hyper-
secretion, to maintain normoglycemia in face of insulin resistance (Carpinelli et al.,
1996). Physical exercise, in turn, can be used effectively to improve insulin sensitivity and
glucose tolerance (Hendriksen, 2002). Exercise was shown to improve insulin stimulation
of skeletal muscle glucose uptake in both normal (James et al., 1985) and hyperinsuline-
mic rats such as the obese Zucker rat (Ivy et al., 1989; Torgan et al., 1993, Hendriksen,
2002) and the obese male SHHF/Mcc-fa rat (Gao et al., 1994). On the other hand, little
is known about the effects of exercise on insulin secretion by hyperinsulinemic animal
models of obesity. The present study was designed to evaluate the effects of aerobic ex-
ercise training on glucose tolerance and insulin secretion in MSG-obese rats.

Methods

Animals and groups

Virgin Wistar female rats (90–100 days old) were obtained from the State University of
São Paulo (UNESP) animal facilities. Mating was performed by housing males with fe-
males overnight and pregnancy was confirmed by examination of vaginal smears for the
presence of sperm. Newborn, male pups were injected subcutaneously with MSG (4mg/g-
body weight) every other day, from birth to the 14th day of life (Hirata et al., 1997). At
weaning, the pups were transferred to collective cages (4 animals per cage) and main-
tained in a temperature controlled room (22±1° C), with lights on from 7:00 to 19:00 h.
Fourteen weeks after drug administration, the rats were separated into two groups: MSG-
S (sedentary) and MSG-T (exercise training for 10 weeks). Rats of the same age and
strain, housed similarly, injected with saline, were used as control (C), and assigned to
two groups: C-S and C-T. All rats had free access to water and food (commercial rodent
chow) and were weighed and measured (nose-to-anus length) weekly.

Exercise training

Rats in T groups were trained to swim 1 hour per day, 5 days a week, supporting an over-
load (weights in the form of fish sinkers, added to the chest) of 5% body weight, in col-
lective tanks, filled with water maintained at 30±2° C, 8 rats per tank (Gobatto et al.,
2001).
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Fitness test

At the last week of the experiment, all rats were submitted to an 1-hour swimming ses-
sion, supporting an overload of 5% body weight. Blood samples were collected each 10
min from a cut in tail tip for lactate determination (Engel & Jones, 1978). 

Oral glucose tolerance test (GTT) 

An oral glucose tolerance test was performed on the rats at the end of experimental pe-
riod. After an overnight fasting, glucose (200g/1) was administered into stomach through
a gastric catheter, at a final dose of 2g/kg-body weight. Blood samples were obtained from
cut tip tail at 0, 30, 60 and 120 min for serum glucose (Nogueira et al., 1990) and insulin
(kit Coat-A-Count, USA) determinations. The insulin and glucose responses during the
glucose tolerance test were evaluated by estimation of the total area under the glucose
curve (AG) and the total area under the insulin curve (AI), using the trapezoidal method
(Mathews et al., 1990).

Tissue sampling

At the end of the experimental period, all rats were sacrificed in the fed state by decapi-
tation. The exercise-trained rats were kept at rest in the 48 hours that preceded the sacri-
fice. Trunk blood was collected, allowed to clot and serum stored at −30°C to measure
insulin by RIA (kit Coat-A-Count, USA) and glucose by the glucose oxydase-peroxydase
method (Nogueira et al., 1990). The pancreas was excised for insulin content determina-
tion (Malaisse et al., 1967) and islet isolation for glucose-induced insulin secretion eval-
uation. The carcass was eviscerated, weighed and dried to constant weight in an oven at
100° C. Then it was homogenized in a blender with benzene and extracted with several
more changes of benzene. The powder was dried in the oven and weighed. Fat content
was determined by difference in weight before and after benzene treatment.

Glucose-induced insulin secretion

To measure insulin secretion, groups of five islets isolated by digestion of the pancreas
with collagenase, were incubated for 30 min at 37 °C in Krebs-bicarbonate medium of the
following composition (in mmol/L): NaCl 115, KCl 5, CaCl2 2.56, Mg Cl2 1, NaHCO3
24 and glucose 5.6, supplemented with BSA (3 g/L) and equilibrated with a mixture of
95% O2 − 5% CO2, pH 7.4. The solution was then replaced by fresh buffer containing low
(2.8), moderate (8.3) or supraphysiological (16.7 mmol/L) concentrations of glucose, and
the islets were incubated for a further 1 h (Prada et al., 2001). The insulin content of the
medium at the end of the incubation period was measured by RIA.

Statistical analysis

The results were expressed as means ± SD for the number of rats (n) indicated. When
working with islets, n refers to the number of experiments performed. Each experiment
was performed with islets from three rats per group. The data were analyzed by one way
analysis of variance (ANOVA) followed by Bonferroni’s where appropriate. P values <
0.05 were considered to indicate significance.
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TABLE I. Body weight gain (g) from the 14th to the 24th week 
(end of the experimental period) after MSG or saline administration and body length (cm)

and carcass fat content (g/100g) at the end of the experimental period.

C-S C-T MSG-S MSG-T

Body weight gain 95.2 ± 3.0 70.1 ± 9.4a 73.7 ± 3.9a 53.8 ± 7.5abc

Body length 25.3 ± 1.2 26.0 ± 0.8 21.8 ± 1.0ab 21.2 ± 1.5ac

Carcass fat 11.5 ± 1.3 9.5 ± 1.9a 28.5 ± 3.3a 24.6 ± 1.7abc

Results are mean ± SD from n = 17 (S-C); 18 (E-C); 19 (S-MSG) or 27 (E-MSG) rats, except for
carcass fat, where n = 5 for all groups. C-S: sedentary control rats, C-T: exercise-trained rats,
MSG-S: sedentary monosodium glutamate treated rats, MSG-T: exercise-trained monosodium
glutamate treated rats.
Significant differences (ANOVA, p < 0.05): a ≠ C-S; b # C-T and c ≠ MSG-S.

Results

During the experiment, MSG-rats gained less weight than C-rats and trained rats gained
less weight than their sedentary counterparts (Table I). MSG-rats also were shorter and
had significantly higher fat content in the carcass than C-rats at the end of the experi-
mental period (Table I). Exercise training significantly reduced fat in the carcass in both
C and MSG rats (Table I).

During the fitness test, trained rats showed lower blood lactate levels than their corre-
sponding sedentary ones and MSG-rats always showed lower values than control rats
(Figure 1).

There were no significant differences among groups in the serum glucose levels in the
fed state while serum insulin was elevated in MSG-rats in relation to C-rats (Table II).
Pancreas insulin content was higher in MSG than in corresponding control-rats. The high-
est value was observed in MSG-S rats (Table II).

No diffierences were observed among the 4 groups in the area under the serum glucose
curve during the glucose tolerance test (GTT) (Figure 2A), while MSG-S rats showed
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TABLE II. Serum glucose (mmol/L), serum insulin (nmol/L) and 
pancreas insulin (nmol/g) in the fed state at the end of the experiment

C-S C-T MSG-S MSG-T

Serum glucose 7.10 ± 0.97 6.54 ± 0.65 7.9 ± 0.86 6.8 ± 0.70

Serum insulin 0.17 ± 0.02 0.16 ± 0.05 0.22 ± 0.04a 0.24 ± 0.01ab

Pancreas insulin 289.8 ± 86.1 230.07 ± 25.0 544.8 ± 312.6a 313.8 ± 33.5abc

Results are mean ± SD from n = 17 (S-C); 18 (E-C); 19 (S-MSG) or 27 (E-MSG) rats, except for
carcass fat, where n = 5 for all groups. C-S: sedentary control rats, C-T: exercise-trained rats,
MSG-S: sedentary monosodium glutamate treated rats, MSG-T: exercise-trained monosodium
glutamate treated rats.
Significant differences (ANOVA, p < 0.05): a ≠ C-S; b # C-T and c ≠ MSG-S.
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FIGURE 1. Blood lactate during the fitness test performed at the last week of experiment. Results
are mean ± SD from n = 8 rats in each group. [A] C-S: sedentary control rats, C-T: exercise-trained
rats and [B] MSG-S: sedentary monosodium glutamate treated rats, MSG-T: exercise-trained
monosodium glutamate treated rats.
*Significantly different (ANOVA, p<0.05) from time 0.
§Significantly different (ANOVA, p<0.05) from C-S.



higher area under serum insulin curve than C-S rats during the test. MSG-T rats showed
higher area under serum insulin curve during the GTT when compared to control rats but
lower when compared to MSG-S rats (Figure 2B).

Pancreatic islets isolated from MSG-rats showed higher insulin secretion in response to 
low (2.8 mM) and moderate (8.3 mM) concentrations of glucose than those isolated from
their control counterparts and no differences were observed between MSG-S and MSG-T
rats (Figure 3).
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FIGURE 2. Areas under [A]: serum glucose (∆G in mmol/l. 120 min) and [B]: serum insulin (∆I
in nmol/L. 120 min.) curves during the glucose tolerance test performed the last week of experi-
ment in animals from all groups. Results are mean ± SD from n = 8 rats in each group. C-S: seden-
tary control rats, C-T: exercise-trained rats, MSG-S: sedentary monosodium glutamate treated rats,
MSG-T: exercise-trained monosodium glutamate treated rats.
Significant differences (ANOVA, p<0.05): a ≠ C-S and c ≠ MSG-S.
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FIGURE 3. Glucose-stimulated insulin secretion by isolated pancreatic islets. Results are mean ±
SD from n = 15 experiments in all conditions. C-S: sedentary control rats, C-T: exercise-trained rats,
MSG-S: sedentary monosodium glutamate treated rats, MSG-T: exercise-trained monosodium glu-
tamate treated rats.
Significant differences (ANOVA, p<0.05): a ≠ C-S and c ≠ MSG-S.
* ≠ 2.8 and § ≠ 8.3 for the same group of rats.

Glucose (mmol/L)

Discussion

In accordance with previous reports (Balbo et al., 2000; Ochi et al., 1988; Nikoletseas,
1977), MSG-treated rats are smaller and lighter than their control counterparts but have
higher body fat content, as indicated by carcass fat, than their corresponding controls.
This indicates the efficiency of the MSG treatment in inducing obesity in the conditions
of the present study.

To evaluate the metabolic adaptation response to the aerobic exercise-training program,
at the end of the last week of the experiment, we measured blood lactate in rats from all
groups during a swimming session. Since aerobic physical training has been reported to
reduce blood lactate accumulation in response to exercise in both human beings (Dono-
van & Pagliassoti, 1990) and rats (Gobatto et al., 2001), our results showing that control
and MSG exercised rats exhibited lower blood lactate levels along the test than their
sedentary counterparts, indicate the efficiency of the exercise-training protocol used. Ex-
ercise training was also effective in reducing carcass fat content in both control and MSG
rats. This beneficial effect of exercise was previously observed in other rat models of obe-
sity such as the genetically obese Zucker rats (Jen et al., 1992).

After an oral glucose load, serum insulin levels reached higher values in MSG-S obese
rats than in C-S, in the presence of similar serum glucose concentrations. In consequence,



MSG-S rats showed higher area under the serum insulin curve than C-S rats while no
differences in the area under the serum glucose curve were observed between them. This
suggests that MSG rats developed glucose intolerance and/or an insulin resistant state.
These findings are in accordance with previous reports in the literature (Hirata et al.,
1997).

Serum insulin in both fed state and after an overnight fasting (data not shown) were
higher in MSG groups than in control groups and probably this hyperinsulinemic state
helped the MSG rats in maintaining normal glycemic levels. Pancreas insulin content was
also higher in MSG than in control rats.

Fasting hyperinsulinemia is a characteristic feature of insulin resistant states, including
obesity and non-insulin dependent diabetes mellitus (Carpinelli et al., 1996) and it is
known that genetic obese Zucker rats secrete more insulin when tested in vitro under basal
conditions (glucose concentration under 5 mmol/L) than do their lean counterparts (Zohu
et al., 1999). Our results provide evidence that the same occurs with MSG-obese rats,
since pancreatic islets isolated from the MSG rats secreted more insulin in presence of
low (2.8 mmol/L) or moderate (8.3 mmol/L) concentrations of glucose than control islets.

A number of possible mechanisms may be responsible for basal insulin hypersecretion
in obese animals. These include elevated levels of serum free fatty acids, which have been
demonstrated to increase basal insulin secretion in vitro (Melbourne et al., 1995). An in-
crease in the mass of insulin secreting B cells due to hypertrophy or hyperplasia could
also explain an increase in basal insulin secretion. However, the increase in secretion is
usually greater than the increase in B cell mass (Zohu et al., 1999), indicating that intrin-
sic alterations in B cell sensitivity must play a role. Possible mechanisms that have been
proposed to account for the increase in B cell glucose sensitivity include an increase in
islet stores of glycogen (Malaisse et al., 1992) and triglycerides (Lee et al., 1994), alter-
ations in islet uncoupling protein (UCP)-2 levels (Briaud et al. 2002) as well as an in-
crease in the activity of the glucose phosphorylating enzyme glucokinase (Chan et al.,
1996). Further evaluations, such as protein content and cellularity of beta cells, fatty acids
induced insulin secretion and UCP-2 protein expression, among others, are required to
sort out the mechanisms underlying the basal hyperinsulinemia showed by this specific
model of obesity.

Since exercise training has been shown to reduce sensitivity of the pancreatic B cells to
the stimulant action of glucose in lean rats (Zawalich et al., 1982), we tested here the ef-
fects of an aerobic exercise training protocol on insulin release by pancreatic islets iso-
lated from our control and MSG-rats in response to low (2.8), moderate (8.3) and high
(16.7 mM) concentrations of glucose.

Incubation of the isolated islets with 2.8 and 8.3 mM glucose resulted in lower insulin
release by C-T than by C-S islets. In contrast, when the glucose concentration in the in-
cubation medium was increased to 16.7 mM, insulin release was similar in C-T and in C-
S rats. These results confirm the previous reports of Zawalich et al. (1982). The reduction
in glucose-induced insulin secretion caused by exercise training was shown to be associ-
ated with a coordinate decrease in islet glucokinase and proinsulin mRNA and no change
in islet glucose-transporter (GLUT-2) mRNA (Korianyi et al., 1991). Pancreatic islets iso-
lated from MSG-T secreted the same amount of insulin as MSG-S islets in all glucose
concentrations tested, indicating that the aerobic exercise training protocol failed in
counteracting the obesity induced insulin hypersecretion when evaluated in vitro. On the
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other hand, exercise training was able to reduce in vivo glucose induced hyperinsulinemia,
since MSG-T rats showed lower area under the serum insulin curve curve during the GTT
than MSG-S rats while no differences in the area under the serum glucose curve were ob-
served between them. Although hyperinsulinemia has been mainly assigned to pancreatic
hypersecretion, some investigators report that a decline in hepatic insulin extraction could
also be partially responsible, at least in patients with extreme upper-body fat distribution,
for the high circulating insulin levels in obesity (Kautsky-Willer et al., 1992). If reduced
hepatic insulin extraction also plays a role in the genesis of the hyperinsulinemia in the
MSG-obese rat, it may be that physical exercise exerts its main action at hepatic level and
not at pancreatic islets level. This is an hypothesis that cannot be ruled out since there are
evidences, provided by studies performed in men, that exercise training may increase he-
patic insulin extraction (Dela et al., 1992).

Taken together, the results of the present study provide evidences that the hyper-
insulinemia at low or moderate glucose concentrations observed in MSG-obese rats is a
consequence, at least in part, of direct hypersecretion of the B cells and that chronic
aerobic exercise is able to partially counteract the hyperinsulinemic state of the animals
without disrupting glucose homeostasis. Further studies are required to sort out the mech-
anisms involved in the effects of exercise training on the hyperinsulinemic state in this
specific model of obesity.

The authors thank Clarice Y. Sibuya, José Roberto R. da Silva, Eduardo Custódio and Miriam G. de
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Abstract: Dihydropyridines (DHPs), synthetic molecules used as antihypertensive agents, bind to
plasma membrane receptors following diffusion through the hydrophobic phase. In this study, MRS
technique has been used to clarify the interactions of the dihydropyridines Nifedipine and Lacidipine
within the lipid bilayer. 1D and 2D 1H MRS at high field have been employed to examine the be-
havior of unilamellar dimyristoyl-phosphatidylcholine liposomes when the two drugs have been in-
serted in the bilayer. In particular, the study represents an innovative application of 2D 1H NOESY
technique to clarify different mechanisms of interactions of small molecules inside model mem-
branes. On the other hand, 31P measurements have been performed in multilamellar dimyristoyl-
phosphatidylcholine liposomes to detect alterations of lipid polymorphic phases. The experiments
show that the two dihydropyridines interact with the lipids by different modalities. Lacidipine
undergoes a very strong interaction with lipids, possibly inducing a phase segregation of lipid mole-
cules into the bilayer, while self-association seems to be the prevalent interaction of Nifedipine in-
side the bilayer.

1,4-DIHYDROPYRIDINES (DHPs) are synthetic molecules used as antihypertensive
agents for the treatment of angina and other vascular diseases. They are hydrophobic
molecules acting on voltage dependent calcium channels (1–2). The mechanism of inhi-
bition of the opening of their target molecules has not been completely clarified. It has
been suggested that these highly lipophilic drugs bind to plasma membrane receptors via



the membrane bilayer following diffusion through the hydrophobic phase (3–4). As a
consequence, also nonspecific interactions of the drugs with the lipids play an important
role in subsequent recognition and binding of drugs to specific receptor sites.

Our attention has been devoted to the study of two DHP’s in membranes, namely
Lacidipine (LAC) and Nifedipine (NIF). Different techniques had been used to investigate
their interactions. By electrophysiological measurements, it was demonstrated that LAC
persistently inhibited the voltage dependent calcium channel (5). There was evidence of a
partition coefficient of this latter molecule in the hydrocarbon phase much larger than that
of NIF (6); this effect suggested that an excess of LAC stays in equilibrium with the mem-
brane bilayer for times much longer than those of the recording of patch-clamp experi-
ments. From the structural point of view, it was suggested by EDXD experiments (7) that
LAC induces an energetically favorable phase separation into the membrane bilayer (ex-
cess of LAC increases the new phase population), while NIF randomly distributes inside
the hydrophobic region.

In the present paper, we have applied Magnetic Resonance Spectroscopy (MRS) to
probe the interactions of these drugs with lipid molecules. This technique has, in fact,
been proven a very powerful tool for detecting structural modifications due to changes of
molecular environment consequent to different kind of interactions (8–9). The main inter-
actions of the drugs have been monitored by using 1H MRS on small unilamellar vesicles
(SUV’s) loaded with NIF and LAC. 1D 1H MRS experiments have been performed at
high field to exploit the high resolution available under these conditions. Furthermore, the
examination of the cross peaks present in 2D 1H NOESY spectra allowed us to get more
insight into the mechanisms of these interactions. Different interaction modalities of NIF
and LAC inside lipid vesicles have been evidenced. In addition some 31P measurements
have been performed in multilayer dimyristoyl-phosphatidylcholine vesicles (MLV’s) to
detect alterations of lipid polymorphic phases.

Materials and Methods

Lα-dimyristoylphosphatidylcholine (DMPC) 99% crystalline was purchased from Sigma-
Aldrich (St. Louis, MO) and used as the only lipid component of model membranes. This
lipid presents a chain melting transition at about 23 °C (10); all experiments have been
carried out in Lα phase. Nifedipine was purchased from Sigma-Aldrich (St. Louis, MO)
while Lacidipine is produced by Glaxo. Molecular structure of the two drugs are shown
in Figure 3.

Solutions of drugs in chloroform have been prepared by using deuterated chloroform
purchased from CIL (Andover, MA).

To prepare the drug-loaded vesicles, 100 mg of DMPC were dissolved in chloroform.
After solvent evaporation the DMPC powder was suspended in 5 ml of D2O. SUV’s were
prepared by sonicating the suspension for 25 min. Figure 1 shows the distribution of the
gyration radius of DMPC SUV’s, obtained by light scattering measurements inverting the
intensity autocorrelation function with the Contin algorithm. From the distribution, it is
possible to determine the average particle radius R = 106 ± 21 nm. The doped samples
were obtained by adding the DHP’s to the chloroform solution in the required molar ratios.
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31P spectra were run at 161.98 MHz on a Bruker Avance spectrometer equipped with a
magnet of 9.40 T. On the other hand, 1H MR experiments were performed under very high
resolution conditions with a Bruker Avance spectrometer operating at 600.13 MHz,
equipped with a magnet of 14.10 T. For 1H MRS measurements, a 60° rf pulse and an
interpulse delay of 3s were used. Residual HDO signal was gated irradiated. Chemical
shifts were referred to external sodium 2,2-dimethyl-2-silapentane-5-sulfonate (DSS).
Temperature was maintained at 27°C. 2D 1H NOESY spectra were acquired with the
pulse Bruker sequence NOESYGSTP, using different mixing times to keep spin diffusion
effects as low as possible. The experiments were performed in the phase sensitive mode
(TPPI), typically using 1K of memory for 512 increments. For 31P MR measurements,
spectra were obtained with a sequence of the WALTZ type (11) for proton decoupling.
Accumulation of free induction decays was obtained up to 10000 scans. Recycle time was
1 s. 31P chemical shifts are referred to 85% H3PO4 as external standard. A line-broadening
of 15 Hz was applied to the free induction decays before performing the Fourier trans-
formation.

To measure peak intensity ratios, resonance deconvolution of 1D spectra was per-
formed by the Bruker software “1D WINNMR” (Bruker, AG, Darmstadt, Germany). The
region of interest for quantification was that of (-CH3)3 of the choline peak (3.25 and 3.22
ppm), of −OCH3 and ∅-CH3 signals of the NIF at 3.33–3.46 ppm and at 2.59 ppm, re-
spectively and of the aromatic signals of NIF and LAC. All peaks positions were fixed,
while peaks intensities and line widths were fitted. Quantitative analysis of peaks was per-
formed by measuring the fitted peak intensities.
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FIGURE 1. Distribution P of the gyration radium R of DMPC SUV’s, obtained by light scattering
measurements.



Results

DMPC MLV’s showed a 31P spectrum typical of the bilayer configuration, characterized
by a chemical shift anisotropy ∆csa of 43.5 ppm (Figure 2), according to current literature
(12). The structure was not completely maintained when liposomes were prepared in the
presence of LAC. In this case, a phospholipid isotropic peak, beside the main signal from
bilayer, appear around 0 ppm (Table I). A similar peak appeared also in DMPC-NIF
MLV’s, but at higher NIF concentration. Furthermore, the chemical shift anisotropy ∆csa
changes in DMPC-LAC MLV’s (Table I).
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FIGURE 2. 31P MR spectra of MLV’s: a) DMPC MLV’s; b,b’) DMPC-LAC MLV’s for drug to
lipid molar ratio 1:2 and 1:1: c,c’ DMPC-NIF MLV’s for drug to lipid molar ratio 1:2 and 1:1.



NIF and LAC spectra in CDCl3 are shown in Figures 3a and b. Assignments, performed
on the basis of intensity of lines, chemical shift and J-coupling values, are reported in
Tables II and III. Small signals from photo degradation products of the drugs were always
present in the spectra, although at different extent in different preparations (signals due to
these impurities are indicated with a star in Figure 3a, b).

We have then performed MRS experiments on DMPC SUV’s loaded with the two drugs
at different drug-to-lipid molar ratios. Figures 4a and b show the 1H NMR spectra of DMPC
when NIF and LAC were inserted in the SUV’s at drug-to-lipid molar ratio 1:2. Spectra
typical of SUV’s could be observed in both cases and they did not change significantly
when drug-to-lipid molar ratios ranged from 1:20 to 1:1. This latter observation indicates
that disruption of model membrane did not take place even at the highest drug-to-lipid
molar ratios and that the phenomena described in the following were irrespective of the
drug concentration in this range. In the following we present the spectra relative to the
ratio 1:2 because drug signals were well evident at this high drug concentration.

Assignments of lipid signals performed according to current literature (13–14) are re-
ported in Tables II and III. Although the general appearance of these spectra was that of
lipid SUV’s, some specific features could be observed. In fact, both (−CH2)n and terminal
-CH3 (tCH3) signals from the acyl chains were split into two components when LAC was
present in the bilayer (Figure 4b). This feature was present at a drug to lipid molar ratio
as low as 1:20 (not shown). Furthermore, the choline peak from the external layer was
shifted to lower field with respect to that of pure DMPC vesicles. To better show these ef-
fects, Figures 5b and b’ report on details of the acyl chain and of the polar head group
spectral regions of LAC-DMPC vesicles, while Table IV reports on relative chemical
shifts (together with those of pure DMPC for a comparison). NIF produced a smaller ef-
fect, only slightly shifting the signal from the external head group and splitting the lipid
chain signals (Figures 5 a and a’ and Table IV).

Further evidence on the interactions of the two drugs with DMPC molecules was pro-
vided by the examination of the drug signals in the bilayer. In fact, low intensity signals
in the aromatic spectral region of LAC- and in the aromatic and aliphatic spectral region
of NIF-loaded vesicles are detectable (Figures 4 and 6). Comparison of the spectrum of
NIF in CDCl3 (Figure 3a), with that of the NIF containing vesicles (Figure 4a) shows that
the two intense signals from the lateral −OCH3 and ∅-CH3 groups of the NIF, resonating
in CDCl3 at 3.59 and at 2.34 ppm respectively (Table II), are visible, although shifted, in
the spectrum of the NIF in vesicles (Figure 4a). In particular, the two signals at 3.33 and
3.46 ppm are attributable to the ∅-CH3 group of NIF, now upfield shifted with respect to
the same signal from NIF in CDCl3 (Figure 4a and Table II). Only one signal at 2.59 ppm
is present for the -OCH3 group.
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TABLE I. Parameters of the 31P MR spectra of DMPC MLV’s containing NIF or LAC. 
∆∆ννcsa is the chemical shift anisotropy of the bilayer phase and δδis

is the chemical shift of the isotropic peak.

∆νcsa(PPM) δ (ppm)

DMPC 43.5 ± 0.5 —

DMPC-NMF 44.0 ± 0.5 0.9 ± 0.1

DMPC-LAC 39.0 ± 0.5 1.3 ± 0.1



60 BOFFI et al.

FIGURE 3. Molecular structures of Nifedipine (NIF) and Lacidipine (LAC). 1H NMR spectra of a)
NIF and b) LAC in CDCl3 solution. Signal from residual CDCl3 is at 7.26 ppm. The stars indicated
signals from impurities due to photodegradation effects on the two drugs.
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FIGURE 4. 1H NMR spectra of NIF and LAC embedded in SUV’s at a drug-to-lipid molar ratio of
1:2: a) DMPC-NIF SUV’s; b) DMPC-LAC SUV’s.
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FIGURE 5. 1H NMR spectra of lipid chain regions and polar head group of: a) DMPC-NIF SUV’s
lipid chain region; a’) DMPC-NIF SUV’s polar head group region, b) DMPC-LAC SUV’s lipid chain
region. b’) DMPC-LAC SUV’s polar head group region. The drug-to-lipid molar ratio was 1:2.



Intensities of the aromatic and aliphatic drug signals in the vesicles increased as a func-
tion of drug concentration, but they were inconsistent with the drug to lipid molar ratios
in the sense that lower drug intensities were found with respect to the expected ones on
the basis of the molar ratio drug to lipid and of the partition coefficients. Partition coeffi-
cients reported in the literature (6) are so high that the intensity of drug signals reflects
mainly the molar concentration of the drug. As a consequence, one should expect a sig-
nal intensity ratio for the −OCH3 and ∅-CH3 signals of the NIF to the −N(CH3)3 choline
peak of approximately 1 to 6 and for the aromatic signals due to a single hydrogen atom
of NIF or LAC of approximately 1 to 18 in the spectra reported in Figure 4. These num-
bers are far away from the observed intensitity ratio, obtained by deconvolving signals as
indicated in the Materials and Methods section, that resulted lower than 1 to 30 even for
the most intense −OCH3 and ∅-CH3 signals.

In Figure 6a the aromatic region of NIF in CDCl3 is seen. Intense signals are visible in
this spectral region also for NIF-DMPC vesicles (Figure 6a’). In particular, the spectrum
reported in this latter figure shows the interesting feature that narrow and broad signals
are present at the same time. We have ruled out the possibility that the narrow signals de-
rive from NIF decomposition because, as shown in Figure 3a, this produces a spectrum
with a pattern different from that of intact NIF. On the contrary, the narrow signals pres-
ent in NIF-DMPC vesicles have the same pattern as that of intact NIF, although reso-
nances are shifted to different positions. We report in Table II chemical shifts of the four
narrow multiplets and of the broad peaks. The narrow multiplets are present as three dou-
blets and one triplet of the same intensity. This is the pattern present also in chloroform
solution, although the signals are characterized by different chemical shifts. The integral
ratio of the two species is strongly in favor of the broader components, but we do not re-
port its value because it is affected by a very large error due to the very large differences
in linewidths and intensities of the two species. Chemical shifts values reported in Table
II indicate that the change in susceptibility passing from chloroform to vesicles is not the
reason for the observed differences. In fact, the extent of the changes is not the same and
mainly not in the same direction, for all signals. On the other hand, it is impossible to at-
tribute the broad signals to the protons in the different positions of the aromatic ring be-
cause the information on the multiplet structure is lost. The peak at 7.52 ppm is
approximately three times more intense than the peak at 6.58 ppm, while reliable signal
intensities cannot be obtained for the broad less intense lines. Notably the broad signal at
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TABLE IV. Chemical shifts of lipid signals in the 1H NMR spectra of DMPC SUV’s
containing and not containing drugs. δδout is the chemical shift of the external polar head

group, δδin is the chemical shift of the internal polar head group, δδchain is the chemical shift of
the -CH2 in the acyl chain, δδt is the chemical shift of the terminal -CH3.

δout(ppm) δin(ppm) δchain(ppm) δ.t(ppm)

DMPC 3.25 ± 0.01 3.22 ± 0.01 1.26 ± 0.01 0.88 ± 0.01

DMPC+NIF 3.25 ± 0.01 3.21 ± 0.01 1.26 ± 0.01 0.86 ± 0.01
1.31 ± 0.01 0.88 ± 0.01

DMPC+LAC 3.27 ± 0.01 3.22 ± 0.01 1.26 ± 0.01 0.87 ± 0.01
1.35 ± 0.01 0.91 ± 0.01



6.58 ppm and the narrow at 6.68 ppm of NIF-DMPC vesicles (Figure 6a’) are strongly
shifted to higher field with respect to the main envelope of the aromatic signals of NIF in
chloroform (Figure 6a).

As far as LAC containing vesicles are concerned, the spectrum does not show any in-
tense signals from LAC lateral groups (Figure 4b). Particularly the very intense signal
from OC(CH3)3, at 1.54 ppm in CDCl3 (Figure 3b), is not visible in LAC-DMPC vesicles.
Differently from the NIF-loaded vesicles, only very broad and low intensity signals from
the aromatic ring are detectable in LAC-DMPC vesicles and only at the highest drug to
lipid ratios (Figure 6b’). To get comparable line intensities of the aromatic signals, the
vertical scale of LAC-DMPC spectrum (Figure 6b’) has been multiplied for a factor of
three with respect to the scale of the NIF-DMPC spectrum (Figure 6a’). In LAC-DMPC
vesicles, the aromatic signals are slightly upfield shifted with respect to those in chloro-
form (compare Figures 6b and b’).

To clarify the reason for the shifts of the NIF signals when this drug was embedded into
the bilayer, we have performed 2D 1H NOESY experiments. In sopramolecular lipid sys-
tems, significant spin diffusion may be present even at relatively short mixing times
(15–16). To discriminate among spurious and real cross peaks, a series of measurements
was performed with different mixing times (15, 30, 50, 200 ms). According to current lit-
erature (15), a criterion for the choice of a good mixing time for these kinds of samples
is the absence of correlation between the tCH3 of the fatty acid chain at 0.86 ppm and the
methylene protons of the glyceride moiety near 4.5 ppm. This spurious cross peak was
not found with a mixing time of 50 ms.

Figure 7a shows the 2D 1H NOESY experiment of pure DMPC vesicles: only a cross
peak between tCH3 and bulk (CH2)n is observable that can be due to dipolar interactions
between chains of close molecules. The 2D 1H NOESY spectra of NIF containing vesi-
cles is shown in Figure 7b while two expanded regions are reported in Figures 7b’ and b”.
Intense correlations due to both NIF-NIF (cross peaks 1, 2 and 3) and DMPC-NIF (cross
peak 4) interactions are present in this sample. Table V reports on the relative chemical
shifts. Analogously, Figure 7c shows the 2D 1H NOESY full spectrum of the LAC con-
taining vesicles, and Figure 7c’ a detail of the same spectrum. Multiple LAC-LAC NOEs
are present in the aromatic region, including the main correlation at 7.47–6.25 ppm,
chemical shifts similar to those of LAC signals in chloroform (see Table IV). Only one
cross peak attributable to the DMPC-LAC interaction is barely visible at 2.31–7.53 ppm
(Figure 7c’).

Discussion

Interactions of dihydropyridines with lipid molecules can be envisaged on the basis of
previous evidences (4,7). In the present work, MRS has been used with the aim of ob-
taining direct information on these interactions when the dihydropyridines LAC and NIF
were inserted in the bilayer. We have exploited the high resolution obtainable when exam-
ining the 1H MRS high field spectra of SUV’s containing the drugs. Although the quality
of the spectra is generally poor due to the high dynamic range, some preliminary indica-
tions on drug-lipid interactions can be drawn from the present experiments.

The presence of both LAC and NIF in MLV’s produces a small isotropic peak around
0 ppm in the 31P MR spectra (Figure 2). A smaller concentration of LAC than of NIF
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TABLE V. Chemical shifts δδ of relevant cross peaks in 
2D 1H NOESY spectra of DMPC-NIF SUV’s.

. δ (ppm)

1 NIF-NIF 6.58–7.52

2 NIF-NIF 6.58–7.82

3 NIF-NIF 3.46–7.52

4 DMPC-NIF 2.31–7.52

makes possible its detection. This kind of peak can arise from a population of vesicles
with small diameters, from regions of high curvature of the bilayer structure or from the
presence of small inverted micelles in the bilayer (17). This latter hypothesis would be
strengthened by the observation that chemical shifts of the isotropic peak are different for
the two drugs (Table I), thus indicating that the isotropic peak could derive from an inter-
action of lipid molecules with the drugs and not simply to segregation of lipid molecules
inside the bilayer.

The decrease in chemical shift anisotropy ∆νCSA in the presence of LAC in MLV’s
could be due to an increase in local curvature of the bilayer or to some specific interaction
between drug and phosphate group. We are in favor of the second hypothesis because a
perturbation of LAC on the lipid head group is present also in SUV’s, as indicated by the
shift to lower field of the choline peak from the external layer (Figure 5 and Table III).

The lipid acyl chain signals were separated into two peaks when both the two drugs were
inserted in the vesicles (Figures 4 and 5), but this effect was particularly evident when LAC
was present in the bilayer, pointing to a stronger interaction for LAC with DMPC than for
NIF with DMPC. Analogously, an appreciable upfield shift of the signal from the outer
leaflet of DMPC is visible only for LAC containing vesicles (Table IV and Figure 5b). This
effect is also attributable to DMPC-LAC interactions because the trimethyl ammonium
group of phospholipids is generally affected by the ring current of the aromatic rings when
aromatic lipophylic drugs interact with the lipid molecules, resulting into an upfield shift
of the corresponding protons (18–21). However, the shift is small, indicating a preferential
dispersion of the LAC into the hydrophobic portion of the bilayer.

The examination of the aromatic region of NIF loaded vesicles suggests that there are
distinct environments for NIF in the bilayer. The spectrum reported in Figure 6a’ suggests
the presence of at least two environments characterized by a restricted mobility. On the
basis of line intensities, a first one is represented by the signals at 6.58 ppm and 7.52 ppm
while the second one is represented at least by the signals at 7.82 and by other less in-
tense signals. The peaks at 6.58 ppm, so strongly shifted with respect to all the aromatic
signals of NIF in chloroform solution, is indicative of stacking interaction among NIF
molecules. The stacking of NIF molecules consequent to self-association can produce, in
fact, shielding effect above and below the plane of the aromatic rings (22). This hypoth-
esis could be confirmed by the presence of the intense cross peaks 1 in the 2D NOE spec-
trum (Figure 7b” and Table V). The 2D NOE spectrum reported in Figure 7b”, indicating
a correlation of both peaks at 7.52 and 7.82 with the peak at 6.58, suggests that this lat-
ter signal derives from NIF molecules in both first and second environments.
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Stacking interactions produce an influence also on lateral groups of the NIF aromatic
ring because intense correlations are observed at 7.52–3.46 ppm (peak 3 in Figure 7b’),
that is at the frequencies corresponding to the most intense aromatic signal and to one of
the signals attributed to H3C-O-. This latter signal was upfield shifted with respect to the
same signal of NIF in CDCl3 (3.46 with respect to 3.59 ppm, see Table I). These two evi-
dences point out that the stacking interaction influences also the pyridinic ring. The other
signal at 3.33 ppm, that was upfield shifted in vesicles with respect to chloroform, did not
show any cross peak with aromatic signals. On the other hand, the presence of the cross
peak at 2.31–7.52 ppm (peak 4 in Figure 7b’), visible even when employing a short con-
tact time, indicates that NIF is interacting also with lipid molecules, in particular through
a direct interaction between the NIF and the -CH2 group close to -CO in the lipid mole-
cule. This result points out to the insertion of the drug into the bilayer at the level of the
upper part of the lipid chain.

A third environment for NIF is related to the four narrow lines at 6.68, 7.55, 7.61 and
7.87 ppm (Figure 6a’). We have ruled out the possibility that the narrow signals derive
from NIF decomposition because, as shown in Figure 3a, this produces a spectrum with
a pattern different from that of intact NIF. On the contrary, the narrow signals present in
NIF-DMPC vesicles have the same pattern of intact NIF, although resonances are shifted
to different positions. In this environment, NIF molecules are characterized by a very high
mobility, similar to that of chloroform solution, although chemical shifts are completely
different. NIF-NIF interactions should prevail in this phase because the signal at 6.68 is
shifted to higher fields with respect to all aromatic signals in chloroform, pointing out also
in this case to a stacking interaction among NIF molecules. Unfortunately the absence of
cross peaks in the 2D NOE spectra, most probably due to the very low intensity of the
narrow signals, did not allow us to confirm this hypothesis.

The integral ratio of the broad and narrow species is strongly in favor of the broader
components, but we do not report its value because it is affected by a very large error due
to the very large differences in linewidths and intensities of the involved species.

Drug signals in spectra from LAC-loaded vesicles did not present features similar to
those of NIF-loaded vesicles. In fact, only minor changes of chemical shifts of the aro-
matic signals appeared when LAC was inserted in the bilayer (Figure 6b’) that could be
attributed to local changes of magnetic susceptibility in different drug environment. The
correlations in the aromatic region of the spectra from LAC-DMPC vesicles, including the
main correlation at 7.47–6.25, most probably derive from intramolecular interactions and
not LAC-LAC stacking interactions because LAC signals in spectra of LAC-DMPC vesi-
cles are not shifted to higher field, contrary to NIF signals in spectra of NIF-DMPC. The
barely detectable, not symmetry related, cross peak 7.53–2.31 (Figure 7c and c’) is sug-
gestive, although not definitely proof of, an interaction between LAC and DMPC in a
definite position along the lipid chain. The high spectral dynamic range did not allow us
to run spectra of good quality for these samples.

These results would indicate that the broad lines in the LAC-DMPC and NIF-DMPC
spectra arise from LAC and NIF partitioned into SUV. The narrow resonances observed
for NIF would indicate that some NIF is non-partitioned into SUV, consistently with the
partition coefficient of NIF lower than that of LAC (6). As far as intensities of drug sig-
nals in vesicles are concerned, they increase by increasing drug concentration, but they
are inconsistent with the corresponding molar ratios drug to lipid, being much lower than
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expected (see Figures 4 and 6 and considerations reported in “Results” section). Further-
more, signals from LAC and NIF in the relative spectra of drug-DMPC vesicles are of
similar intensities (Figure 6) although LAC has a much higher membrane partition coef-
ficient than NIF (6), indicating that signal intensity is missing particularly for LAC. A
possible explanation for these observations could be that drug molecules are partially im-
mobilized inside the bilayer and that drug signals visible in the spectra derive from the
most mobile drug molecules in equilibrium with a phase of drug molecules very strongly
interacting with lipids. LAC interaction with the hydrocarbon core domain would favor
accommodation in the bilayer of more LAC than NIF molecules in a phase strongly im-
mobilized and therefore not visible in the spectra, in agreement with partition coefficient
data (6). Further experiments are necessary to clarify this hypothesis.

The experiments here reported point to a different mechanism of interaction for the two
drugs inside membranes. The strong interaction of LAC with the lipid molecules could be
the reason for the previously observed long persistence of the drug in the membrane bi-
layer (5) and would explain the high partition coefficient of this drug. The evident sepa-
ration of signals from (CH2)n and from -tCH3 suggests the presence of two lipid phases,
one of which is very rich in LAC molecules, confirming and clarifying the Energy Dis-
persive X-ray Diffraction (EDXD) data (7). The presence of a second lipid phase rich in
drug is suggested also for NIF containing vesicles, but the smaller separation of the 
-(CH2)n signal indicates that in this case, the amount of the drug interacting with the lipid
molecules would be smaller. In fact, from the 2D NOESY experiments, we can infer that
NIF is present in two states, one dominated by NIF-lipid interactions and a second one,
very probably in an aqueous compartment, where NIF-NIF interactions prevail.

In conclusion, this study has shown that MRS can be an useful tool to investigate inter-
action of dihydropyridines with lipid molecules. Further experiments could contribute to
clarifying the role of these drugs in perturbing the lipid bilayer. Results shown here are in
agreement with EDXD experiments. Moreover MRS clarifies the different behavior of the
two DHPs giving new opportunities for future work aimed at getting more insight into
Nifedipine stacking. The combined approach with X-Ray diffraction and MRS has been
shown useful in this kind of study and particularly 2D 1H NOESY experiments can pro-
vide a powerful tool for investigating intermolecular association in this type of complex
systems.

We thank Glaxo-Wellcome for providing Lacidipine and Prof. F. Gambale for suggesting this work and for
stimulating discussion. Thanks are also due to Dr. D. Capitani and Prof. R, Caminiti for helpful discussions.
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Abstract: The present study investigated thermoelectric phenomena in the cuticle of the Oriental
hornet Vespa orientalis (Hymenoptera, Vespinae). This was done in dependence on the pigment ex-
tant at various cuticular region, that is, the brown cuticle in which the primary pigment is melanin
and embedded within the cuticle, and the yellow stripes in which the yellow pigment is comprised
of purines and pteridines that are located in special pockets between the upper part of the cuticle
and the basement membrane. The yellow pigment could be separated from the cuticle proper, but
the brown pigment was not thus separable. We found that all cuticular regions of the gaster evinced
a thermoelectric response, in that with rise in temperature there was a rise in the thermoelectric cur-
rent, and vice versa. Additionally, the intact hornet displayed a negative photoelectric response in
each of its yellow segments, so that upon illumination with UV light, the maximal current dropped
by about 40–50%. Measurements taken on individual stripes in the gaster segments revealed that
the photoelectric response is elicited only in the yellow stripes. In all the latter the photoelectric re-
sponse persists but the maximal current level is lower than in the intact whole hornet. If the yellow
pigment is detached mechanically or by bacterial incubation, the photoelectric property of the cuti-
cle is abrogated. Likewise the photoelectric property is abrogated upon immersion of the cuticle in
alcohol, even though the yellow pigment is still retained. The specific heat of the yellow stripes in
the cuticle is about twice as high as that of the same stripes that had been depleted of their yellow
pigment, amounting to 1.8–1.9 J/g.K vs. 0.8 J/g.K.

OVER THE years, we have been engaged in measuring the electric properties of hornet
cuticle (e.g., Croitoru et al., 1978). Many studies have shown that the hornet’s cuticle is
comprised, especially in the gaster region, of segments endowed with a yellow pigment
(gastral segments 3+4) and other segments displaying brown pigment only (segments 1+2,



5+6). In all the gastral segments, one can detect and measure a thermoelectric property by
attaching electrodes to them — a procedure previously described (Sverdlov et al., 2000).
Using this procedure we found that when the ambient temperature (incubator) was in-
creased (at a relative humidity in excess of 90%), the current gradually increased as we
proceeded from 20°C to 30°C. This temperature range was selected both for its great util-
ity and because it contained the optimal temperature in a hornet’s nest, which is usually
29°C (Ishay and Rutner, 1971; Spradbery, 1973). At the latter temperature, the resistivity
is the lowest and the current is the highest, and we presume that this is true also within
the natural nest. To date, all studies on this subject have shown that the reported results
are obtained under condition of darkness. Lately, however, we have found that under UV
light, the current rises less with rise in temperature (usually by only 50–60%) than it does
in the dark, thus pointing to a possible additional effect — the photoelectric phenomenon
in hornet cuticle beside the thermoelectric. Intrigued by this finding, we set out to ascer-
tain what was responsible for this phenomenon, and whether it was one of the pigments
in the cuticle (brown or yellow). Additionally, we deemed it worthwhile to clarify whether
the specific heat of the yellow stripe changes when the stripe is stripped of its pigment.
The present paper attempts to provide answers to these questions.

Materials and Methods

The present study investigated the thermophotoelectric (TPE) properties of the Oriental
hornet Vespa orientalis. To this end, adult hornets were obtained from natural nest in the
field. The hornets were subjected to ether anesthesia and transported to the laboratory as
previously described (Ishay, 1975). The extracted hornets were kept at −20°C until use.
The electric measurements, which included attaching electrodes to the measured body
part of the hornet, and the sequence and protocol of the measurements are as previously
described (Sverdlov et. al., 2000). Our study explored the correlation of the electric cur-
rent with temperature; that is, the thermoelectric properties of the hornet cuticle, and also
the correlation of the current level with the extent of illumination. To this end, we changed
the temperature in the test incubator in fixed cycles within a temperature range of
20–30°C, and the specimens were measured in cycles performed both in the dark as well
as in light within the visible range (400–800 nm) or UV light (at 254 and 366 nm), in
brief light within the UVA and UVC ranges, using a Desaga lamp (Heidelberg, Germany)
emitting a strength of 44 Lux. A series of measurements were taken, with at least six repli-
cations in series. The following series were performed: 1) on entire hornet specimens,
with the electrodes attached below (i.e., behind) the yellow stripes of the gaster (segments
3+4); 2) ditto, but with the electrodes affixed below the brown stripes of the gaster; 3) on
a yellow gastral segment (segment 3) separated from the rest of body but the cuticle left
intact with its yellow pigment; 4) on yellow gastral segments whose yellow pigment was
scraped off mechanically, leaving only the transparent cuticle or alternatively on yellow
segments that were left to incubate for a month in tap water — a procedure leading to de-
velopment of a bacterial flora which attacks the yellow pigment and the surrounding tis-
sue, ultimately leaving a clear cuticle just as in the mechanical removal procedure or on
yellow stripes of the gaster, previously incubated for 30 min. in a solution of 75% ethyl
alcohol; 5) on brown gastral segments detached from the body, with the electrodes at-
tached below the brown segment (No. 2); and 6) on the hornet wing, which is essentially
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an almost transparent cuticle, and this for the purpose of comparison with the above-men-
tioned measurements at the rate of changes in the incubator.

In all the above measurements the electrodes were affixed onto the inner side of the cu-
ticle. Specific heat measurements on the yellow or brown stripes were performed by the
same precise adiabatic calorimeter device of the Tel Aviv University as has been used in
a previous study (Ishay et al., 2002).

Results

In Figure 1 we present six examples of measuring results on yellow stripes (gastral seg-
ment 3) obtained from the dorsal (tergum) side, with the electrodes attached longitudi-
nally, on the underside of the cuticle. In each of the presented pictures, the initial two or
three measurements were made in the dark (D), the next two were made in light (L) and
UV (in the UVA and UVC ranges) at a general intensity of 700 Lux, and immediately
after another 2–3 measurements in the dark. When assessing the influence of wavelength
on the photoelectric phenomenon, we found that whenever the visible light was turned off,
the UV light alone still exerted an effect (much as it did in combination with visible light),
which leads us to conclude the influence of light is contributed solely by the UV light (of
44 Lux only). In general, what one sees in all throughout the six pictures presented in Fig-
ure 1 is that measurements made in the dark yield a higher current between 20–140 nA,
whereas upon exposure to light the values are invariably lower, ranging between 5–80 nA.
Actually the current produced under illumination is about 60% of that obtained in the
dark. In general, the heating curve is faster than the cooling curve (especially evident in
Figure 1E), but the reverse also occurs occasionally (e. g. Figure 1F). In all the measure-
ments, both in dark and in light, we noticed also a thermoelectric phenomenon, in that
with rise in temperature there was a rise in the current, and vice versa. We also observed
a negative photoelectric phenomenon wherein, upon exposure to light, the current was al-
ways lower (by about 40%) than that recorded in the dark (a thermoelectric current). 

Figure 2 presents the results of 6 measurements taken as in Figure 1 except that here
the electrodes were fastened below the brown stripe (gastral segment 2). The sequence of
measurements here was the same as in Figure 1 (i.e. , 2 or 3 cycles of measurement in
dark, 2 in light (UV) and again 2 in dark). Once more, as in Figure 1 the thermoelectric
phenomenon is clearly evident except that: a) there is great disparity between the results
here, with the current values ranging between 4–145 nA; b) most of the results display in-
verse polarity so that except in Figure 2A, in all the other pictures the current values are
in the minus range; and c) light exerts no effect here, in that there is no evidence whatso-
ever to a photoelectric effect.

Figure 3 presents current values except that in this case the electrodes were fastened
onto the inner side of the yellow stripe (gastral segment 3) after its separation from the
hornet’s body. The maximal values in the dark in all six specimens measured were in the
range of 10–30 nA, while the maximal values obtained under illumination ranged from 6
nA to 20 nA, with the ratio between average values in the dark to average values in light
being 0.64. In this regard, there was no significant difference in the results for single stripe
versus entire body but the current values for single stripe were relatively very low com-
pared to those for entire body, comprising 35% and 37% of the latter for recordings in the
dark and light, respectively. 
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FIGURE 1. The thermoelectric effect as measured on yellow stripe of the complete hornet body.
As can be seen, in every cycle of warming the current rises while at cooling the current decreases.
Every measurement comprises firstly 2 or 3 cycles of warming and cooling in the dark, then 2 cycles
of warming and cooling under UV light and after that 2 or 3 cycles of warming and cooling again
in the dark. Generally, the measurements recorded in the dark show higher current level than those
measured under UV irradiation. As can be seen, the current level in the dark attains between 45 nA
and 140 nA, while under UV the current level attains between 5 nA and 80 nA (D = dark, L = light,
UV = ultra violet light).
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FIGURE 2. Thermoelectric measurements on a brown stripe of the hornet cuticle. Most of the
values are lower than those measured on the yellow stripe of the entire body, and in 5 out of 6 mea-
surements the values are negative, while their level is between 1.5 nA and — 130 nA. There is no
effect of light, i.e., there is only thermoelectric and no photoelectric  effect whatsoever. Warming
and cooling cycles as in Figure 1.
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FIGURE 3. Thermoelectric and photoelectric measurement on yellow stripes separated from the
body, but with the yellow pigment intact. As in Fig. 1, every measurement is composed of cycles of
warming and cooling, first 2 or 3 in the dark, then 2 under UV irradiation, and the latter 2 or 3 again
in the dark. As can be seen, the current level in the dark is higher, attaining around 20 nA while
under UV irradiation the current attained is lower — between 6 and 20 nA, but in general the cur-
rent values obtained in separated yellow stripes are lower than those obtained in yellow stripes of
the entire body. There is definitely a thermoelectric as well as a (negative) photoelectric effect.
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When the yellow pigment is separated mechanically (by scarping) from the cuticle, we
get the results shown in Figure 4. Here, a thermoelectric effect is evident, albeit lower
than in prior measurements taken on separated yellow stripes. The values are in fact about
a third as high as in the pigment containing yellow stripes, and there is no photoelectric
effect in evidence. In another series measurements taken in yellow stripes whose yellow
pigment was depleted by prolonged incubation in tap water, the obtained results were
quite similar. In a further experiment involving yellow stripes that were submerged for 30
min in a 75% ethyl alcohol solution, the measurements revealed the persistence of the
thermoelectric but the complete loss of the photoelectric property. In this respect, the re-
sults of submersion in alcohol are similar to those shown in Figure 4. Having said that,
we should emphasize that the yellow cuticular tissue remains seemingly intact in all or-
ganic solvents tested, so that extinction of the photoelectric effect is probably due to de-
naturation of the protein. 

In Figure 5 we show the results of measurements taken from a preparation of brown
stripes (second gastral segment) that had been separated from the hornet’s body. One can
see that the results here are actually on the same order of magnitude as in the measure-
ments of brown stripes that has not been separated from the body; we observe a thermo-
electric phenomenon but not the photoelectric one, just as in the case of the brown stripe
in the intact body.

In order to assess both the accuracy of our measurements in the incubator as well as
that of the response of cuticle practically devoid of pigment, we decided to perform some
of our measurements on hornet wing, which is practically transparent and actually stems
from a folding of the cuticle, and in parallel record the temperatures within the incubator.
The results of six such measurements are shown in Figure 6, in which the A-F present the
per minute responses to temperature changes by a preparation of a front wing of a hornet,
with the temperature being recorded both automatically by the incubator mechanism as
well as manually by an attendant.

Insofar as the wing was concerned, we noted that: 1) it responded to heating and cool-
ing just as the cuticle did, that is, it displayed a thermoelectric response; 2) it did not re-
spond to light, thus lacking a photoelectric response; and 3) its thermoelectric response
was relatively low — resulting in a few nA in 2 of the six cases and several dozen nA in
the other four cases. This result is very similar to that obtained with an isolated brown
stripe (see Figure 6).

Perusal of the response in the incubator (unbroken line) reveals: a) that the heating at-
tains higher values than does the maximal response, taking into account that the maximal
response is usually around 27–28°C; b) that usually the maximal response stops, that is,
reaches saturation before the peak of heating; c) that response of the cuticle in the wing
is retarded, meaning that there is a time lag of a few minutes between the heating in the
incubator and the onset of cooling; d) that usually the cuticular response occurs after the
incubation’s response, barring the measurements in the first cycles shown in Figure 6F; e)
that the heating (and cooling) of the incubator are ‘acute’ processes whereas charging of
the cuticle, which reaches maximum at 27–30°C, is a blunt process, and at times there is
a difference between the heating line and the cooling line: heating was faster than cool-
ing in all five cycles observed but in Figure 6F, there is no difference between the heating
and the cooling; f) that the number of cycles measured in the wing within the time range
of 130–180 minutes was only five, whereas in other parts of the gastral cuticle within the
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FIGURE 4. Thermoelectric and photoelectric measurements on separated yellow stripes when the
yellow pigment was scrapped off. One can see that the cuticle still preserved a thermoelectric effect
with the current increasing after each warming cycle and decreasing by cooling, and there is no
photoelectric effect. The current levels are lower than before the treatment undergone by scrapping
off the yellow pigment. Generally the same results were obtained after removing the yellow pig-
ment by incubation the yellow stripes in tap water, or by incubation in ethyl alcohol. This latter pro-
cedure does not remove the yellow pigment, but denaturates it.
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FIGURE 5. Thermoelectric measurements on brown stripes separated from the body. As can be
seen, the stripes are still thermoelectric and when warmed produce between 4 and 72 nA.
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FIGURE 6. Synchronous recording of the thermoelectric current on the wings of a hornet and of
the temperature of the incubator. As can be seen, the wing is also thermoelectric and when warmed
between 20 and 30°C, there is a rise in current. The current of the wing attains between 4 to 40 nA.
But, as can be seen, there is a lag between the maximal temperature and the maximal current. For
further details consult text.
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same time frame we recorded up to seven cycles, which means that in the wing each cycle
of measurement is longer, lasting on the average, about 28 min, compared to the average
24 minutes per cycle in cuticle. In both brown and yellow cuticle the ‘mixed’ cycle
(light-dark) lasted 22.2 min, while in same yellow cuticle (stripe), in the absence of a
photoelectric effect, i.e., in the dark, the cycle was only 21 min.

Do other parameters in the yellow cuticle change upon removal of the yellow pigment?
We got our answer by examining the specific heat of yellow stripes with pigment intact
(Figure 7A) and ones with pigment removed by incubation in tap water, which coincides
with that of the brown stripe (Figure 7B). As we can see from Figure 7A, cuticular stripes
with yellow pigment intact yielded a specific heat of 1.60 J/g.K at 20°C, and the specific
heat increases with rise in temperature to about 1.87 J/g.K at 30°C; thereafter the ‘hump’
drops gradually to values which at equivalent temperatures resemble those of brown cu-
ticular stripe. In other words, the primary difference between cuticle with yellow pigment
and one without yellow pigment is the ‘hump’ which considerably hikes up the specific
heat at optimal nest temperature (29–30°C). When the yellow pigment is removed as by
incubation in tap water, the value of the specific heat drops to values quite similar to those
of the brown stripes (Figure 7B). So far as rate of heating was concerned, this exerted no
significant difference.
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FIGURE 7. Measurement of specific heat: A) upper line — specific heat of the yellow stripe with
pigment intact; lower solid line — specific heat of the brown stripe. As can be seen, there is a hump
of specific heat in the yellow stripe between 20 and 45°C. In this area the maximal specific heat is
1.87 J/g.K while in the same area of the brown stripe (B) is only about 1.6 J/g.K. After scrapping
off the yellow pigment the specific heat of the yellow stripes is close to that of the brown stripe.



Discussion

We start off by a reminder that in the present study, the electrodes were attached under-
neath the hornet cuticle in order to rule out the effect of light on the electrodes or on their
connection. The purpose of our study was to elucidate the roles of the various pigments
in the cuticle of the Oriental hornet, specifically in the observed photoelectric and thermo-
electric phenomena. Our findings may be summarized as follows: 1) in all parts of the
hornet cuticle, whether yellow, brown or the almost pigmentless wing cuticle, one can
record a thermoelectric response both in cuticle of the intact hornet as well as that over-
lying disparate segments (Figures 1–6), but the values for the intact body are higher by as
much as 20–140 nA than those recorded in individual segments detached from the body
(amounting to a few nA or, at most, several dozen nA), which means a difference by 1–2
orders of magnitude; 2) a photoelectric response occurs only when measuring yellow
stripes in the intact body (Figure 1), or yellow stripes with pigment that are separated
from the body (Figure 3); there too, the values are higher (by about 3-fold) in intact cuticle
than in separated stripes, and furthermore, when the yellow stripes are depleted of their
yellow pigment, they cease responding to light (Figure 4); in this connection, it matters
not if the pigment is scraped off mechanically or removed via bacterial incubation or sub-
mersion in organic solvent like ethyl alcohol (which denatures protein). Submersion in
ethyl alcohol of the entire hornet body (Ishay, unpublished observations) or of the brown
segments only, does not alter the thermoelectric effect nor does it produce any visible
change in the pigment, the cuticle apparently remaining as yellow as before; 3) both in
the brown stripes of the intact cuticle (Figure 2) as well as in the isolated brown segments
(Figure 5) or the wing (Figure 6) light exerts no effect, that is, there is no photoelectric
response; 4) the heat capacity in the yellow stripes is relatively high in cases where the
yellow pigment is retained and the temperature is optimal for hornets. Thus, in separated
yellow stripes we get Cp = 1.87 J/g.K, as opposed to only Cp = 1.58 J/g.K in brown stripe
at same temperature. However, if you remove the tissue containing the yellow pigment,
the capacitance value drops to 1.58 J/g.K. From the above it follows that in yellow stripes
the photoelectric phenomenon is associated with a high specific heat value and that there
are higher values of the electric current in yellow stripe than in brown stripe.

The combined findings of specific heat, current and a photoelectric effect suggest that
hornet cuticular tissue is very active in these respects, much more than the surrounding
tissues, and that such activity is performed primarily by the yellow tissue. The fact that the
photoconductive activity is displayed only in wavelengths within the UV range suggests
that there is no connection between such activity and photosynthetic activity which, as we
know, takes place within light in the wavelengths of blue and red. Yet, we know that hor-
nets can see also within the UV range (Schremmer, 1941; Beier and Henzel, 1972;
Mazorkin-Porshniakov, 1960; Edwards, 1980). It is rather enigmatic that with their com-
pound eyes hornets can see also within the blue and green wavelengths whereas their yel-
low cuticle is not responsive to these wavelengths. As is known, there are in hornet cuticle
extraretinal peripheral photoreceptors (PP) (Menaker, 1977). The PP in the hornet cuticle
have already been described (Ishay et al., 2000). Moreover, in the past we have detected in
Oriental hornet cuticle the following compounds: Xanthopterin, Isoxanthoterin, Biopterin,
Violapterin, Hypoxanthine and Adenine — all of which absorb light in the UV range be-
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tween 255–390 nm (Ikan and Ishay, 1967). These pigments are known also in other species
of the order Hymenoptera (Leclerq, 1950). While measuring the photoelectric phenome-
non in hornets, we noticed that the current level upon illumination, is on the decline, sug-
gesting the presence in the yellow cuticle of a factor that under illumination absorbs the
current, or at least a major part of it from the entire body, so that the current generated
under light is smaller than that generated in the dark, all other conditions being equal.

In the dark, an electric current is formed as a result of the above-described thermo-
electric effect under which heat converts into current (see Figure 1-6) (Gutmann et al.,
1983). Under illumination, we notice two processes occurring, namely: a) in the whole
(intact) cuticle, heat converts to electric current, and b) in tissue with yellow pigment in
it the current is partially absorbed and consequently the overall current level is lower than
in the dark. In fact, under UV irradiation of greater intensity (Ishay, unpublished obser-
vations) it becomes possible to absorb all of the formed current, so that upon illumination,
no current at all is formed (or can be measured). In brown cuticle, the photoelectric phe-
nomenon does not occur and only the thermoelectric phenomenon does and therefore it is
reasonable to assume that the pigments in yellow tissue absorb the current. The yellow
pigment grains are very numerous. They form a ‘sea’ of dense particles around each indi-
vidual peripheral photoreceptor (Ishay et al., 2000). As is known, the natural solar energy
reaching earth has the shortest wavelength of about 312 nm (Thorington, 1985), while the
energy above 312 nm, in the UVB and UVC range, is absorbed by the ozone layer. We
now know that the solar energy between 312 ≅410 nm is picked up by the yellow pigment
particles in hornet cuticle and is stored in them. It stands to reason that in the living hor-
net this stored energy is subsequently converted to or utilized in vespan motor or meta-
bolic activities, whereas in the dead organisms used in the present study it is stored to
saturation without being utilized. We now know that live hornets are attracted to UV light
(Spradberry, 1973; Ben-Bashat et al., 1999) and in fact commercial hornet traps have been
built which capitalize on this attraction to UV light. As for the absorption of UV light by
the yellow pigment of hornet cuticle, this phenomenon has also been known for many
years now. Already in 1961, Hoffman and Langer maintained that “the pterines function
as a light filter in the near UV and blue regions”.

We also know that in hornets the pigments are arranged within xantosomes shaped like
an elongated cylinder which, upon maturation of the hornets, break up into much shorter
cylinders of about 0.5 µm each (Ishay and Shimony, 1982). The cuticle above the yellow
region is translucent and, in fact, above the duct of the PP there is only a layer of epicu-
ticle (Ishay et al., 2000).

It has long been known that hornets are active only in the warm season and even then
they are out in the open in foraging flights only during the daytime hours. The bulk of
flight activities outside the nest is during the period of nest digging, and these flight ac-
tivities take place mainly in the noon hours (Ishay and Kirshboim, 2000).

We assume that what transpires in hornet cuticle upon exposure to light is the follow-
ing: the energy of light (photons) induces in it an electric field (D. C.) which, in turn,
causes the dipoles of the active material (possibly in a protein) to polarize, i.e., to arrange
in uniformly charged parallel plates (domains) which give rise to an identical electric
field, wherein one plate has a (+) charge density and the other, a (−) charge density. In
other words, under illumination due to the electric field induced by the high frequency
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wavelengths of light, the pyroelectric material arranges in planes of homogenous negative
charges which are separated (by the domain walls) by planes of opposite (positive)
charges, with the end result that the material transforms into an electrical capacitor whose
spatial dimensions are probably dependent, inter alia, on the duration of exposure to light,
the intensity of the light, its wavelength, and so on (Ishay and Litinetsky, 1998).

This explains the voltage that is obtained under illumination (which thus far has been
measured in cuticle — see Ishay et al., 1992), and the fast changes in current (drop) and
voltage (an increase) when the specimen kept in the dark is exposed to light (Ishay et al.,
1987)

The rationale of the protracted electric current measured in the dark is that in the ab-
sence of illumination and at the appropriate temperature, the dipoles in the material grad-
ually revert (in dependence on the temperature) to a state of spontaneous polarization
wherein it releases the excess energy accumulated during the illumination as D. C. cur-
rent. In light, such a recombination is prevented due to the continuous supply of energy
that “keeps” the dipoles from relaxation. Note that the process of exposing such ferro-
electric material to light, which results in its electric charging (with photons), induces the
photovoltaic process (Ishay et al., 1992) which is, in principle, closely related to the pho-
tosynthetic process in green plants (Gutmann et al., 1983).

In a usual active nest of social wasps (or hornets) the cuticle is polarized many times a
day — everytime the insect leaves the nest to fly in sunlight — and the polarization ac-
quired is gradually reversed once it returns to the dark nest. While in a state of relaxation,
whether in the dark or under cooling (4°C), such materials possess positive charges alter-
nating spontaneously with negative charges. This is probably the state with the lowest
energy level (Kittel, 1986; Ferendeci, 1991).

Turning back now to the subject of the yellow matter in hornet cuticle, we remind that
at the center of each aggregate of yellow pigment grains in the cuticular yellow stripes
there is a PP. We presume that this PP is sensitive to the light that reaches it after passing
though the epicuticle only. In other words, the light reaching the PP does not have to fil-
ter through all the cuticular layers, as does the light that ultimately reaches the yellow
matter. The light-sensitive pigment in the PP is most likely rhodopsin — the visual purple
comprised of conjugated proteins in which the photosensitive component of the molecule,
the chromophore, is retinaldehyde (Gillott, 1995). In compound eyes the photosensitive
cells are usually surrounded by primary and secondary pigment cells in which the pig-
ments are mainly ommachromes, but in our case the pigments are usually purines and
pteridines in very large amounts (Ishay et al., 2000).

In the eyes of vertebrates, the visual pigments, located in photoreceptor cells of the
retina, absorb photons and produce vision by exciting the photoreceptor cells and chang-
ing the potential across the plasme membrane (Honig, 1982). In contrast to the typical
structure of a compound eye in an insect, wherein each ocular unit contains eight retinu-
lar cells (Goldsmith and Bernard, 1974) surrounded by pigment cell containing mainly
ommachromes in the compound eye of the Oriental hornet, in the center of each unit of
peripheral photoreceptors (PP) there are only 1–3 retinular cells (Goldstein et al., 1996)
surrounded on all sides except upwards (in line with the path of the penetrating light) by
numerous granules of yellow pigment. The latter pigment fluoresces when excited by light
at a wavelength of 353 nm and the speed of response is less than 25 ps (Ishay et al., 1990).
Interestingly, in bacteriorhodopsin, which is the key protein participating in the halo-
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bacterial photosynthetic processes (Hamp, 2000), the initial photoinduced charge separa-
tion occurs in less than 5 ps (Simmeth and Rayfield, 1990). Honig (1982) has shown that
in bacteriorhodopsin, the protein absorbs a photon and uses its energy to pump protons
across the membrane, moving them about 40 Ängstroms, and that the resulting proton
gradient is used to drive the metabolic processes in the cell. 

In our case, we presume that in hornet cuticular yellow stripe the process of energy up-
take transpires in the following manner. The mass of yellow pigment granules receives
photons which pass through the cuticular layers and undergo polarization. The electric re-
sistance now rises, causing drop in the current which, in turn, increases the voltage and
produces a rise in the capacitance. As for the PP, light reaches them after passing through
the thin layer of epicuticle, meaning that there is less filtration of and great sensitivity to
the arriving photons which alter the PP membranes potential. Photons from everywhere
commence flowing through the membrane into the PP cell activating metabolism of the
cells. As to which cells are thus affected remains to the clarified but our guess is that it is
the manner in which voltage is discharged in the yellow pigment granules which we ar-
bitrarily assume to act as a miniature battery. If our assumption is correct, then these gran-
ules draw and attract all electric charges formed everywhere in the hornet’s body,
including also those in brown stripes. 

In line with our conjecture, we should point out the PPs are ubiquitous in hornet cuti-
cle (Reichel-Kvital et al., 1999), yet: 1) in yellow stripes they are more numerous; 2) only
in yellow stripes are they embedded amidst yellow pigment granules; 3) as in ocular
cornea (whether compound eyes or ocelli), the cuticle in yellow stripes is clear and trans-
parent; 4) from an ecological standpoint, the species of Vespinae prevalent in regions with
a colder climate (be it due to northerly location or higher elevation, that is, latitude or al-
titude) possess more color spots or yellow stripes than do the ‘warmer’ species (Ishay, un-
published observation). In the latter regard, we contemplate that in the colder regions of
the earth, greater importance is ascribed to uptake of energy from the sun and its conver-
sion to metabolic energy. 

Continuing this line of thought, we presume that under natural conditions, that is, upon
exposure to direct sunlight, whose energetic intensity is vastly greater than that of the
humble lamp we were using in our laboratory experiments (consider, for instance, that at
noon, in Israel, during the summer months the intensity of insolation is about 150,000
Lux or more, of which 7% comprise UV waves). Not surprising, then, that a hornet ex-
posed to such solar intensity during its noon flights outside the nest soon reaches satura-
tion of its yellow stripes, forcing it to return to the dark nest after a brief flight in order to
discharge its electric charge. This discharge probably transpires by the returning foraging
hornet placing its feet upon the silk caps of the pupae or on the walls of the comb cells
that serve as storage depots for energy. In this connection, we find the manner in which
hornet cuticle responds to light and/or temperature somewhat surprising. We hasten to
point out that by cuticle we actually mean three types of cuticle, to wit: brown cuticle in
which the pigment is melanin, transparent cuticle which contains no pigment but overlies
a layer containing the yellow pigment, and semi-transparent cuticle such as is encountered
in the wings of the hornet. In all these types of cuticle the current rises in the dark upon
increase of the temperature (between 20–30°C) and drops upon decrease of the tempera-
ture. Such behavior befits organic semiconductors that possess electric conductance under
certain conditions.
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Our observations on the manner in which hornets build their nest have informed us that
they attach the nest only to a substrate that does not conduct heat. Thus they refrain from
building on metals but do build on glass (Ishay et al., 1986), and we suppose that the heat
conductance of the vespan comb is very low. Consequently, we tend to view the materi-
als from which vespan cuticle is made up — and this within the narrow temperature range
of hornet activities (~ 20–30°C) — as endowed with a crystal-like electrical conductivity
(σ) but a glass-like thermal conductivity (κ). This could explain why one gets a certain
amount of electric current even in the dark, because the ambient thermal energy upon
heating is utilized for the creation of electric energy — the thermoelectric phenomenon
— and is not radiated outward as heat but rather the cuticle serves as sink for the ambi-
ent heat. In other words, instead of the heat leaking out of the cuticle, it is rather collected
by it. If this be true, such a process could assist in thermoregulation of the hornets and
their milieu by decreasing the ambient heat when it becomes too warm, and conversely,
the stored electric energy could contribute to raising the temperature when the nest is too
cold. The issue becomes important both within the nest as well as when the Oriental hor-
net flies outside in the burning noontime sun in its range of distribution which includes
also sweltering deserts.

In the above regard, we already have the theory proposed by Slack (1997) who main-
tains that in some materials rattling motions of guest atoms produce low-frequency an-
harmonic phonon modes, which strongly scatter the heat carrying acoustic modes. This
rattle scattering will reduce significantly the thermal conductivity without reducing the
electrical conductivity. Such materials should contain two basic ingredients: 1) semi-
conducting crystals as hosts, and 2) encapsulated small guest atoms as rattlers.

Of known substances that theoretically fit in this group of materials, we have the
clathrates (Mahan, 1997; Dong et al., 2000). As for hornet cuticle, we have shown (Ishay
and Kirshboim, 2000) that it is composed of very numerous sub-layers (about 100) which
gradually taper as we proceed from the outside downward. In each such sub-layer, the pri-
mary component is chitin and the minor one is protein (Neville, 1975). We are still un-
certain whether in hornet cuticle there is a compound identical or resembling a clathrate,
but we do know, and have identified in cuticle such elements as Na, K and Ca, which are
surrounded by large molecules of chitin which may serve as host.
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